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Outline of the lecture

* Introduction
« Two-way ANOVA without interactions

« Two-way ANOVA with interactions



Two-factor ANOVA: Motivation: Example

Assume that we test several distinct cars. We also have a set of distinct drivers.

We wish fo test whether the mileage (the fuel consumption per 100 km) of the car
depends also upon the driver who drives the car. In particular,

let us have I distinctcars (i=1,2,..,I) and J distinctdrivers (j = 1,2,...,]).
There are two factors in this example:

« factor A = thecar (i=1,2,..,I)

« factor B = thedriver (j =1,2,..,J)

There are IJ =1 X J distinct combinations of the factors (the Cartesian product).

Assume that each combination is tested n;;-times.



Two-factor ANOVA: Motivation & Introduction
Woe thus have a sample of observations
Yijk
of the underlying random variables
Yij: Q>R
These random variables are assumed to be normal

(Yijr ~ M (p;j,02)), independent (uncorrelated) and

homoscedastic (with the same variance ¢2).

i=1,2
for {j=1,2,
k=12
i=1,2
for {j=1,2,
k=12

-
-

-
-

-
-

-
-




Two-factor ANOVA: Motivation & Introduction

the levels of the factor A (groups)

the levels of the factor B (blocks)

Yii1r Y110y, | Y1210 =5 Y1204, Y1j1s -2 Vijny;
Y211s =2 V21ny, | Y221r =5 V22n,, Y2j15 2 Y270,
Y1, - ¥nang, | Y21 = Y2ng, Y1j1s s Yijny

N
—

all the observed values for each combination i,j of the factors.
There are 7;; observationsfori = 1,2,...,7/ andfor j = 1,2, ...,].




Two-factor ANOVA: Introduction: Assumptions

Wae assume that the effect of the factors A and B is additive.
Moreover, we distinguish two cases: the effecting is

— either without the interaction of the factors, that is

i=1,2,..
Yijg = p+a; + B} for < j=1,2,..
k=1,2,
— or with the interaction of both factors, that is -
1=1,2, ..
njk“’#+ai+ﬁj+}/u for {j=1,2,...
k=12,

where g, a;, B;,¥:;; € R are fixed constants (parameters).




Two-factor ANOVA: Introduction: Assumptions

We assume that the effect of the factors A and B is additive:

either l‘ijkﬁ#+ﬂfg+ﬁj i1=1,2,..,1
for j=12..,]
or Y= p+a+B;+vi k=1,2,..,n

or more precisely:

either }’ifk =#+ai+ﬁf +£ijk [ = 1, 2,...,1
for  J=12,..,]

or Yi=u+a;+B;+vyiy+e k=1,2,..,n;

where g ~ N (0,0%) are random variables denoting the random deviations
(“errors™); these random variables are mutually independent (uncorrelated),



Two-factor ANOVA: Introduction: Assumptions

Wae assume that the effect of the factors A and B is additive:
either Y =p+a;+B; + &4 } { i=1,2,..1
for

ji=12..,]

or Yig=u+a;+ph;i+vi+ej k=1,2,..,n;

NOTICE:
If the effect is not additive (e.g., it is multiplicative), then it must be converted

to the additive form first (by taking, e.g., the logarithms) because we shall use

the theory of (Multiple) Linear Regression.

iii We do not know the parameters u, a;, B;,¥i;; € R. We shall estimate them by



Two-factor ANOVA: Introduction: Assumptions

We assume that the effect of the factors A and B is additive:
either Y =p+a;+ B; + &ijx } { i=1,2,..,1
for

ji=12..,]

or ig=pta;+B;+vy;+en k=1,2,..,n;

where the meaning of the (unknown) parameters u, a;, B, ¥:;; € R is as follows:
« u — the common mean value

» a; — the effectof the level i of FactorA (for i=1,2,..,I)

» B; — theeffect of the level j of FactorB (for j =1,2,..,])

* ¥ — the interaction between the level i of Factor Aand the level j of Factor B



Two-factor ANOVA: Introduction: Assumptions

Wae assume that the effect of the factors A and B is additive:
either Y =p+a;+B; + &4 } { i=1,2,..1
for

ji=12..,]

or Yip=pu+ai+p;+viy+e k=1,2,..,n

Moreover, we assume that the (unknown) parameters «;, 8;,y;; € R are

normalized so that:

I I J J ,

l
Z‘Ii=0 Eyij=0=Zyij EBj:O for {]
=1 =1 =1 =1

.

-



Two-factor ANOVA: Introduction: The Goal

Given any of the above models (either without interactions or with the interactions),

we can test either of these two (null) hypotheses:
» The factor A has no effect, that is

* The factor B has no effect, that is
Hy Pi=p==§=0

Considering the model with the inferactions, we can also test the (null) hypothesis:
 There are no interactions between the factors A and B, that is

i=1,2,..,1
H.- 2: = {) R
v for {j=1,2,...,]



Two-factor ANOVA: Hypothesis H,

Given either of the two above models (Vi =~ u + a; + B or Yz = u + a; + B + v45).

the null hypothesis that “the Factor A has no effect” means
HD: a1=a2='"=a1'=0

that is, the correct model is

either Yz = pu+ B + &iji i=12,..,1
for j=12,..,]
or Yy =pu+P;+ v+ &k k=1,2,..,1n

respectively.
This null hypothesis is denoted by
Hp



Two-factor ANOVA: Hypothesis Hg

Given either of the two above models (Vi =~ u + a; + B or Yy = u + a; + B + vy5).
the null hypothesis that “the Factor B has no eiffect” means

Hy: pr=pz=--=p=0
that is, the correct model is

either Y"jk =t a; -+ siﬂt l =1,
for j=1
or Yip=p+a;+vy;+Ep k=1

respectively.
This null hypothesis is denoted by
Hg



Two-factor ANOVA: Hypothesis H,g

Given the latter one of the two above models (Y;;, = u + a; + B; + i),

the null hypothesis that “there is no interaction between the factors A and B”

means i=1,2,..,1
Hy: vij=0 for {j=1,2,...,]
that is, the correct model is
i=12,..,1
Yije =p+a;+ B + & for | j=1,2,..,]
k=12, o Nij

This null hypothesis is denoted by

Hap

The alternative hypothesis is that y;; + 0



Two-factor ANOVA: Simplification

Although it is possible to consider the general situation with a general

number n;; = 1 of observations for each combination of the factors,

the calculations and the resulting formulas are complicated then.
This is why we adopt the following simplification:

We assume that the humber of the observations Is the same In each case,

that is _
nijj = K for { ]l

where K = 1 is some constant (fixed) natural number.

1,2,..,1
1,2,..,]



Two-Way ANOVA
without
Interactions

Yiu—utarpre;,




Two-way ANOVA with no interactions

Yijr
of observations of the random variables

Assume that we have a sample { ]
for

Yiiw =p+ag+ B + &

where u,a;, 8; € R are fixed (but unknown) parameters normalized

so that
I J
Z a =0 and Z Bi=0
j=1

i=1

and...



Two-way ANOVA with no interactions

Assume that we have a sample i=1,2,.
Yijr for j=1,2,..,]
of observations of the random variables k=12..K

Yiiw =p+ag+ B + &
...and

1=1,2,..,1
Eijr ~ N(0,62) for j=1,2,..,]
k=1,2,.. K

are mutually independent random variables
with the same variance ¢* € R

(the variance o¢? is also unknown).



Two-way ANOVA with no interactions: Notation

Stack the observations y,;y; into the (I/K)-dimensional vector

y= (J’:ﬂc) =12, € RPJI*K
j=1,2,...]
k=1,2,..K

K
2, v

This sample mean is an estimate of the parameter z (the common mean value):
y=u

and introduce the sample mean:
1

.

=1 j=1k



Two-way ANOVA with no interactions: Notation

let 1=(1)i=12.7 € RX*E hethe vector of IJK ones and

=12,..J
k=12,..K

infroduce the line
L={11:1€R}=
={zeRPX:zy =p peR}=

={ZERIxeK=ZUk=#+(I¢+ﬁ)\', HLER, a; =0, ﬁj=0}

which corresponds to the null hypothesis that

i=12,..,1
HO: Yéjk =u-t Eijk for j=12,..,]
thatis k=12..,K

(cf. one-way ANOVA)



Two-way ANOVA with no interactions: Notation

Moreover, introduce the subspace
HA = {Z = RIXIXK > zijk =l + le urﬁj (S R, E:;=1ﬁj — 0] —

= {ze RPK : zye=p+ag+By, By €R, ay=0, ] fy = 0}

which corresponds to the null hypothesis i=12 I
Hy: Yijk =#+Bj + &k for { j=12,..,]
that is k=1,2,..,K

a=-=a;=90

QObserve that the line
LcHy



Two-way ANOVA with no interactions: Notation

Introduce also the subspace

Hg = {z € RPJ*K tZgpy =Mt ap pa; €ER, Yiia=0}=

={zeR*PK:zp=pta;+B, ma;€ER, =0, Ti_;a; =0}

which corresponds to the null hypothesis =12 ]
HB: Yiﬂc =ﬂ+ﬂ’g +£Uk for { ] =1, 2,...,]
that is k=1,2,..,K

Bi=+-=p;=0

Observe that the line
L C Hg



Two-way ANOVA with no interactions: Notation

Finally, introduce the subspace

M= {ZE RIX}XK=Z”;: =,u+ﬂ!g+ﬁj; .u;ﬂfi.ﬁj €ER, Z{=1ﬂ'g =Z‘}=1ﬂj = 0}

which corresponds to the model under consideration:

i=1,2,..,1
Yije =u+a; + B + &5 for  j=1,2,..]
k=1,2,..,K



Two-way ANOVA with no interactions: Dimensions

Notice that the dimension of

— the line
L={12: 1 €R}={ze R/ Xz, =pu, ueR}
is 1
— the subspace
Hy={z€RPIK: 25 = u+ B, p, By €R, T, =0}
IS

(1+])—1= ]



Two-way ANOVA with no interactions: Dimensions

Notice that the dimension of

— the subspace
Hp = {Z € RPXK - Zijg = K ta; pa; € R, z{=1ai = 0}
1S A+D-1= I
— the subspace

M= {z ERPPE .z =pu+a;+ B, pa,BiER, X a; = 2‘;=1Bj = 0}

Is (A+I+)-2= I+]—-1



Two-way ANOVA with no interactions

Solve the Least Squares Problem:

subject to

and



Two-way ANOVA with no interactions

Letting #;;x = u— a; — B, itis equivalent to solve the problem:

%%Zii(ﬁfk-#-af-ﬁ;)z = miply-3I* = Rss

I
i=1 j=1k=1



Two-way ANOVA with no interactions

ML The orthogonal decomposition
(the orthogonal of the vector y € RI*/*K

complement = y=y+e and ely

= the space of
the residuals)

the vector of the numerical

~ | y outcomes
y-y=ex 7] of the random experiment By the Pythagoras Theorem:

Iy11% = 11711 + llell®
y'y=yy+e'e

a

0 v dimM =1+] -1 M

dim ML = (I _ 1)(] _ 1) + I](K _ 1) dim ML +dimM = IJK (the SUbSpace COrreSpondlng to the model)

Residual Sum of Squares: RSS =YI.(y; —9)2 =3 ,e? = eTe = | e||?



Two-way ANOVA with no interactions

Solve also:
I J K I J K
ZZZ(yUk - ﬁ; — min  and ZZZ(yUk u—a;) % > min
i=1 j=1k=1 i=1 j=1k=1
subject to
g I
Z Bi=0 and Z a; =
j=1 i=1
and

i, 1, e, ER and i BB €ER



Two-way ANOVA with no interactions

Letting ¥aiji =1 — B; and ¥pijx = 4 — a;, respectively,

it is equivalent to solve the problems:

I K
: "N\ a2 - w12
gin > > D> Gie—r=-8) = min ly-al

and

h
i
INg
M-
M=
)
_
g~
|
R
|

min [ly — ¥gl|?
?BEHB"y ¥sll

respectively.



Two-way ANOVA with no interactions

Lastly, solve:

I ] K
2 :
ZZ‘ Z(yifk —.u) —> Min
i=1 j=1k=1
subject to

peR
By letting ¥ = u, equivalently:

I ] K
h 2 . —
{l,’,l,l Z Z Z(J’ijk —p) = %}EI}JW — 15112

i=1 j=1k=1




Two-way ANOVA with no interactions

The orthogonal decomposition

HB 1 1 a3 . . —
(the subspace A of tEe T’Ojectltin 3: EM: dimM=1+]—1
corresponding y=0-Y)+G-ys)+1y
hypothesis Hg)

By the Pythagoras Theorem:
5 1< y 19 — 171> = I¥ — Pall* + 19 — Psll?
BAj *7' T 41— (5 AT (o e
G-17)0-19)=0-5) 0—-I)+@—¥) O—¥p)
the line L_.,,........ CY
1)7' ?A HA

(the subspace corresponding to the hypothesis H,)

theline L = Hy N Hy




Two-way ANOVA with no interactions

Put together, we have:
I¥lI% = 71> + llell?

llyll? = IFl% + lly — I1?
lly — 1711? = Iy - 1711 + Iy — 15) — @ — 1)
lly — 1711 = 17 — 171> + lly — ¥1I°

lly — 1711% = IIy — 15711 + llell?

lly — 1511° = Iy — Fall* + ¥ — ¥slI° + llell?




Two-way ANOVA with no interactions

Wae have and denote:

ly—15l> = |Iy—5al> + 1I9-3l>? + el
S —— e —— — N —— [
SSTOTAL SSA SSp RSS

where, recall, we have;
Vij = 1+ a; + B;

Vaijr = B+ Bj VBijk = B+ a;

e
Il
-



Two-way ANOVA with no interactions

Woe thus have:
I J K I ] K
_ _\2 2
SStotaL = lly — 1¥11* = ZZ Z(J’ijk -5) = ZZZ(yijk — 1)
i=1 j=1k=1 i=1 j=1k=1
I K K

M""

I
(e — Figre) =Z

1k=1 i=1

M\-q

RSS = [le]l? = lly — §II? = Z

=1

(yejx — 1t — a; — ﬁj)

1k=1

g,
Il
Yoy,
Il



Two-way ANOVA with no interactions

We thus have:




Two-way ANOVA with no interactions

We thus have:

I

J K
(fijk —9Bijk)2 = ZZ Z(ﬂ +a;+Bi—pn— ai)z =

1 i=1j=1k=1

S = [y - ¥sll* =

M-...
M"'l-u
M=

Ll ]
Il
b
Yr,
Il
b
&
Il

]
B = IKZﬁf

1 j=1

Il
-
A
N =

-
Il
[y
Ny
Il
=
o
Il



Two-way ANOVA with no interactions

By solving the above Least Squares Problems (%7/,, = %F /5, = % /54 , =0 etc,;
do it as an exercise), we obiain:

| Lada &
g = U—KZZZJ’M =y
i=1 j=1k=1
1o
& = —ZZJ’ijk—ﬁ = ¥i.— ¥ for i=12,..,I
JK 4
j=1k=1
L&
Bi = mzzyijk_ﬁ = Y=y for j=12,..,]



Two-way ANOVA with no interactions

Put together, we have: . I 7 K
ZZ(J’UR'- a)° ZZZ(M‘?)Z

1j=1k=1 =1 j=1k=1

I.\/""

SStoraL =

|
il

554 =IKZI:3;-2 = IKZ(J'&--—?)Z

i=1 i=1

I
1
)
o
|
:-EL
[ &

J
SSp = IKZ A7
=1



Two-way ANOVA with no interactions

Put together, we have:

I ] K I ] K
- N2
RSS = ZZZ(M& A—&—f) =ZZZ(J’ifk—J’—3’i--+J"J’-f-+3’) =
i=1 j=1k=1 =1 j=1k=1
I ] K
2
= Z(y”k ~-5.;.+7)
=1 j=1k=1

Remark: The quantity

- RSS
SET-DI-D+UEK -1




Two-way ANOVA with no interactions

Recall that it holds:

SSTDTAL —_ SSA + SSB + RSS

I ] K
+ZZZ(3’W:—J7¢..—§++?)2

i=1 j=

=Y
w
I

(oY



Two-way ANOVA with no interactions: Test for H,

Woe use the theory of Linear Regression (Theorem 8) to test Hypothesis H,:

If the null hypothesis
HA: CI-_|_=£[2="'=C[I=0
holds true, then

SSa I-1
RSS/ U-DU-D+JE -1 Fi-1,a-ng-n+iyg-1

thatis

-1

JK =1 — 5)? /
y)* U —-1){ - 1)+I](K 1)

E£=1 Z;:;[ 1(yuk Vi..— Y.ty




Two-way ANOVA with no interactions: Test for H,

It holds:
MJ_
AN RCEEN
(the orthogonal cotan® ¢ = RSS
complement =
= the space of
the residuals) I—1

subspace
of dimension

(cotan ('0)2/1]1{ “T—J+1 Fi1, ijk-1-j+1

JK—(I+] -1)

y
M
subspace of dimension
Hy I+] -1
subspace of dimension the dimension of its complement within

] the subspace of dimension I +J—1 is  ; _1




Two-way ANOVA with no interactions: Test for H,

« Given the sample y;; of the random variables Y;;, = u + a; + B; + &;;, where

u,a;, B; € R are (unknown) parameters such that ¥\, a; =¥)_, f; =0 and

&iix ~ N(0, ¢?) are mutually independent random variables for i = 1,2,...,1,

j=12,..,], and k=1,2,..,K, formulate the null hypothesis:

Hy: apy=a,==a;=0

» The alternative hypothesisis Hyq = —H,, i.e. a; # 0 forsome i €{1,2,..,I}



Two-way ANOVA with no interactions: Test for H,

« Calculate the statistic
_ SSa /DFy _ JK X1 (7. — §)? I-1
RSS/ DFges I 2};1 EE::I. ik — T — g ?)2 I-D)J-1)+1K-1)

i=1

« [f the null hypothesis is true, then we have by the Theorem

F ~ Fi_1, g-0)@g-D+11(&-1)

« Choose the level of significance, a small number a > 0, suchas a =5 %,

other popularvaluesare a=10% or a=1% or a =0.1% elc.



Two-way ANOVA with no interactions: Test for H,

* find the critical value

¢ = Fi1,0-ng-n+yE-1) (1—a)
so that j': *f(x)dx = a where f is the density of the F-distribution with
I-1and J-1)J-1)+1](K —1) degrees of freedom

* if F € [c,+), the critical region, then reject the null hypothesis
o if Fel0,c), then do not reject (or fail to reject) the null hypothesis



Two-way ANOVA with no interactions: Test for Hg

Woe can test Hypothesis Hg analogously:

If the null hypothesis

Hg: pr=fr==§=0
holds true, then

SSp J—1
RSS/ (I-DJ-D+JK-1) ~  Fjo1,q-00-0+1j(R-1)

thatis

IKZJ 1(71 ) / J-1 5
21-12_;_1 k=1 ijk_yi--_J’-j-"'J-’)z I-DU-D+JK-1)




Two-Way ANOVA
with
Interactions

Yicutary e,




Two-way ANOVA with interactions

Yijk

Assume that we have a sample
for
of observations of the random variables

Yijr =+ o+ B +yi; + &

where u,a;, B;,v:; € R are fixed (but unknown) parameters normalized
so that



Two-way ANOVA with interactions

Assume that we have a sample i=1,2,.
Yijr for j=1,2,..,]
of observations of the random variables k=12..,K

Yiiw=pt+a;+B;i+vyi+ &
...and

1=1,2,..,1
& ~ N (0,07) for < j=1,2,..,]
k=1,2,.. K

are mutually independent random variables
with the same variance ¢* € R

(the variance o¢? is also unknown).



Two-way ANOVA with interactions: Notation

Stack the observations y,;y; into the (I/K)-dimensional vector

y= (J’:ﬂc) =12, € RPJI*K
j=1,2,...]
k=1,2,..K

K
2, v

This sample mean is an estimate of the parameter z (the common mean value):
y=u

and introduce the sample mean:
1

.

=1 j=1k



Two-way ANOVA with interactions: Notation

Let 1=(1)i=12.7 € RP*X bethe vectorof IJK ones and

j=1.2,...]
k=12,..K

introduce the line
L={11:1€R} =
={zeRX*K:z =p peR}=

={zeRK: gy =p+ay+Bi+vij LER a;=0, ;=0, y;; =0}

which corresponds to the null hypothesis that =12 1
Hy: Yijk =#+£ijk for { j=12,..,]
that is k=1,2,..,K

(cf. one-way ANOVA)



Two-way ANOVA with interactions: Notation

Moreover, introduce the subspace

o [ZERIXIXK=ZE_;'I:=ﬂ+ai+ﬁj+]’ij: B vij € R, “i=0:]
A=

which corresponds to the null hypothesis =12
Hy: Yiyg=u+PBi+vij+emu  for { j=12,.
that is k=1,2

Observe that the line

b
L]




Two-way ANOVA with interactions: Notation

Introduce also the subspace

, zeRPPK  zip =p+ai+Bj+viy, mapy;€R B =0,
B —
Z§=1 a; =0, 2§=1Ytj = (, ZjLﬂ’tj =0

which corresponds 1o the null hypothesis

i=1,2,..,1
HB: l’rf_jk = NI+ a; +Yij +Eijk for { Jj= 1,2,...,]
that is k=1,2,..,K

Bi=--=f;=0

Observe that the line
L C Hg



Two-way ANOVA with interactions: Notation

And introduce the subspace

zeERPPK iz =pta;+Bi+vi5, manBieR, ¥y =0, ]

Him =

which corresponds to the null hypothesis t1=1,2,..,1
for j=12,..,]
Hap: Yije =p+a;+B; + & k=12 .. K
that is
Yij =0 i=1,2,..,1
for {j=1,2,.. ]

Observe that the line
L C Hag



Two-way ANOVA with interactions: Notation

Finally, introduce the subspace

vl ZS RPXK zuk =p+a;+Bi+vy mauPpyiyER,
1_'1 a; =0, 21_1 Bj =0, 21—1 Yij = 0, Z}'=1 Yij = 0

which corresponds to the model under consideration:

i=1,2,..,1
Yijk=#+ai+ﬁj+njk+£ijk for {j=1,2,...,]
k=12, .., K



Two-way ANOVA with interactions: Dimensions

Nofice that the dimension of

— the line
L={12:2€eR}={zeRK: 7, =p, peR}

IS 1

— the subspace
W = ZERPPK i zin =pu+a; + B +vi5, wmauPpvij R
is
A+I+j+IN-1-1-J-I+1= [



Two-way ANOVA with interactions: Dimensions

Nofice that the dimension of

— the subspace
. ZzeRPPK iz =p+a;+B8i+vy, whpviy ER a:1=0,
A=
21—131 = 0, 21—1 Yij =0, 2}—17;1
is
A+j+IpD-1—-j—-I1+1= J—-I+1 = IJ-1)+1

— the subspace
u ZERIXJXI'{:ZH;;=ﬂ.+ai+ﬁj+}’ij, mapyi; ER, p; =0,
B —
Yim1a; =0, Z'!=1Yij =0, Zf:ﬂ’ij =0
is



Two-way ANOVA with interactions: Dimensions

Nofice that the dimension of

— the subspace
- =lZERIx‘IxK:zijk=#+ai+ﬁj+]’i)'- i a;, P € R, Tij=0:]
as 1 =0, X5 B;=0
IS
A+I1+D—-1-1= I+]-1



Two-way ANOVA with interactions

Solve the Least Squares Problem:

I J K
2 .
ZZZ(J’:‘;::—#—“E—B}—YE;) — min

i=1 j=1k=1

I J
Z¢i=0 ZYEJ‘=0=ZY£} Zﬁj=
i=1 ' '

subject to

and

i aj, Bj! Yij €ER



Two-way ANOVA with interactions

Letting #;;x = u— a; — Bj — vi;. itis equivalentto solve the problem:

1
i=1 j=1k=1

J K
%‘eiﬂzzz(yﬁk'”‘“i‘ﬁf‘m)z = ggﬂlly—?llz = RSS



Two-way ANOVA with interactions

Ml
(the orthogonal
complement =

= the space of
the residuals)

The orthogonal decomposition
of the vector y € RP>*/*K .

y=y+e and ely

the vector of the numerical
y outcomes

,.-” of the random experiment

a

By the Pythagoras Theorem:
Iyll? = 1IZ1* + llell®
yy=5"y+e'e

5 .

y dimM =1X]

dim ML = [J(K — 1)

dimM' +dimM = [JK

M

(the subspace corresponding to the model)

Residual Sum of Squares: RSS =YI.(y; —9)2 =3 ,e? = eTe = | e||?




Two-way ANOVA with interactions

Solve also:
I J K
1 1 1 2
(yuk H Bj Y:j) —> Imnin
i=1 j=1k=1
subject to
J I J
Zﬁj=0 and ZYU=0=ZYU
j=1 i=1 j=1
and



Two-way ANOVA with interactions

Solve also:
i J K
ZZ Z(yuk H—Q;— Ylj) — min
i=1 j=1k=1
subject to
I I J
Za:i=0 and Zygj=0=ZyU
=1 i=1 =1
and



Two-way ANOVA with interactions

Letting ¥aiji =1 — B; and ¥pijx = 4 — a;, respectively,

it is equivalent to solve the problems:

I J K
?ﬂgﬁzzz(%ﬁ u—Bj— T’U) j?Iﬁl"lll'lﬂ||3’ yall?

and

25
=5
(N
M-
[N~
S
o
|
-
Ko
=
|

min ||y — z
?BEHB"y ¥sll

respectively.



Two-way ANOVA with interactions

Solve also the Least Squares Problem:

subject to

and



Two-way ANOVA with interactions

Letting $#amijx = 1 — a; — f;, itis equivalent to solve the problem:

J K
. 2 . P
9, i1 ZZ Z(yijk —p=a=F) = _min ly-asl



Two-way ANOVA with interactions

Lastly, solve: Lok
ZZ‘ Z(y“k —p)z — min

i=1 j=1k=1

subject to
peR

By letting ¥ = u, equivalently:

I ] K
h 2 . —
{l,’,l,l Z Z Z(J’ijk —p) = %}EI}JW — 15112

i=1 j=1k=1




(oS

Two-way ANOVA with interactions

Hap
(the subspace 5t The orthogonal decomposition
corresponding of the projection y € M : dimM =1J —1
to the hypothesis Hug) N R R R B
Yy=0-Y)+@—-¥s)+ (Y —¥ap) +1¥
the line

L=HAnHBnHAB

By the Pythagoras Theorem:
1y — 171 =19 —Fall* + Iy — ¥sll* + 1Y — Vasll?

(the subspace

/ corresponding
H} to the hypothesis Hy) Hg (the subspace corresponding to the hypothesis Hg)




Two-way ANOVA with interactions

Put together, we have:

llyll? = UF1> + llell®

Iyl = I711? + lly — ylI?
ly = 15?2 = |¥ = 151I° + | (¥ — 17) — F — 19)||
ly — 1711* = Iy — 151> + lly — 7lI?

lly — 1711 = Iy - 1711* + llell*

ly — 1711% = Iy — Pall* + 17 — ¥ll* + ¥ — Fasll* + llell®




Two-way ANOVA with interactions

Wae have and denote:

ly—151> = |3-9all*> + [[3—=7sl*> + 7 —Fasll* + [ell?
N— — N —— — — — — | S———
SSTOTAL SSa SSg SSAR RSS

where, recall, we have:
Vije = 1+ a; + B +vi;

Vaijx =+ B Vapijk = B+ Vij Yeijk = u+ a;

y=pu



Two-way ANOVA with interactions

We thus have:

1 J I

K J K
sSromar = ly = 1712 = > 3" > e —=7)" = Y > > (e — 1)’

i=1 j=1k=1 i=1 j=1k=1

g
g

il
I
g NGl

(Vijic — ?ijk)z =

RSS = [lell* = |ly — I

Wy
L -

(ije —p—a; — B; — Yij)z

li
bk
ll
=k
o
Il

1



Two-way ANOVA with interactions

We thus have:

o i 2
SSa =¥ =Fall? = (Pijx = Paie)” =

M= M= V=

(ﬂ+“i+ﬁj+m-ﬂ—ﬁj—nj)2 =

li
[

M- M- IM-
-

[
I
WY

Ny
I
=
o
|
(WY

I
af = jKZa:f_z

i=1



Two-way ANOVA with interactions

We thus have:

o i 2
SSg = |17 —=¥sll? = Dijx — Feij)” =

- "i'_i:M--.
M= M= TV=

(ﬂ+“i+ﬁj+]’ij—ﬂ—“i—]’i;)2 =

li
[

[
M- M- M-
M-

[
i
[y

St
I
Y
al
|

I
B} = IK) BF

i i=1



Two-way ANOVA with interactions

We thus have:

SSap = 1Y — ¥asll* =



Two-way ANOVA with interactions

By solving the above Least Squares Problems

CF/ou = %20, = % [ap, = O[3y, = 0 etc.; doitas an exercise), we obtain:

*;::u

1 I ] K
= TR D Yk =

i=1 j=1k=1



Two-way ANOVA with interactions

By solving the above Least Squares Problems

CF/ou = %20, = % [ap, = O[3y, = 0 etc.; doitas an exercise), we obtain:

1y
_Kzzy = §p—7 for i=1,2.u,I

&i —_
J j=1k=1
LA
= & ZZ”W = Y=Y for j=12,..]

=
Il

i=1 1



Two-way ANOVA with interactions

By solving the above Least Squares Problems

CF/ou = %20, = % [ap, = O[3y, = 0 etc.; doitas an exercise), we obtain:

¥ij Zyuk_ — E_Bj = Yij. —Yi.— ¥ty

Yij. — - ¥.j. +¥.

for i=1,2,..,1 andfor j=1,2,..,]



Two-way ANOVA with interactions

Put together, we have: . I 7 K
ZZ(J’UR'- a)° ZZZ(M‘?)Z

I.\/""

SStoraL =

i=1j=1k=1 =1 j=1k=1

I
5S, = JKZ@Z = JK) G- )

I—l 1=
] 2
SSp _n{z;&, = u{z 7.5 — 7)

j=1 j=1

I J I

SSap =K ) ) §§ = KZi:(yu ~Fi =G+ 5

i=1 j=1 i=1 j=1



Two-way ANOVA with interactions

Put together, we have:

RSS = ii(yijk—ﬁ—ﬁt—ﬁj—?ij)z =i

I
i=1j=1k=1 i=1

Z(‘Yifk - 5.)°

1k=1

N

b,
I

Remark: The quantity

RSS

2
K -1)

S

is an estimate of the unknown ¢2, thatis s =~ g%, We have E[s?] = ¢2.



Two-way ANOVA with interactions

Recall that it holds:

SSroraL = SSa + SSp + SSap + RSS

I J

I ] K
> -7 = JKZ@‘:..—?)2+IKZ(7-;-—?)2+
=1 =1

=1 j=1k=1

I J ] K
+ KZ Z(J_IU. — Vi.. — ?.j. + ?)2 + Z Z(y”k — J_IU.)Z

I
i=1 j=1 i=1 j=1k=1



Two-way ANOVA with interactions: Test for H,

Woe use the theory of Linear Regression (Theorem 8) to test Hypothesis H,:

If the null hypothesis
HA: GT1=CE2="'=£II=O
holds frue, then

SSy 7/dimM — dim Hy _ SS, I—1 .
RSS/ IJK—dimM — RSS/ [J(K—1) I-1,Jj(K-1)

thatis

JK ¥i=1Gi. — §)? I-1
Zi=1 Z§=1 Ti=1{¥ijr — J7ij-)2 JK-1)

~ Froa,17-1)



Two-way ANOVA with interactions: Test for H,

It holds:
MJ_
AN RCEEN
(the orthogonal cotan® ¢ = RSS
complement =
= the space of
the residuals)

subspace
of dimension

IJK = 1]

-

M
subspace of dimension

Ij
Hp
subspace of dimension the dimension of its complement within

IJ-1)+1 the subspace of dimension IJ is -1




Two-way ANOVA with interactions: Test for H,

* Given the sample y;;; of the random variables Y = g+ a; + B; + vij + &ij

where y, a;, 8;,7;; € R are (unknown) parameters such that

mutually independent random variablesfor i = 1,2,...,1, j =1,2,..,],

and k =1,2,..,K, formulate the null hypothesis:

Hy: ai=a,=-=aq;=0

* The alternative hypothesisis Hy, = —Hj,, i.e. a; # 0 forsome i €{1,2,...,I}



Two-way ANOVA with interactions: Test for H,

« Calculate the statistic
_ 554 /DFy JK Tie1 (i — 7)? I—1

F= = 2
RSS/ DFgss ‘;:1 E§=1 ZE=1(yi}'k - ?ij'-) JK-1)

« [f the null hypothesis is true, then we have by the Theorem

F ~ Fi_1,1x-1

« Choose the level of significance, a small number a > 0, suchas a =5 %,

other popularvaluesare a=10% or a=1% or a =0.1% elc.



Two-way ANOVA with interactions: Test for H,

* find the critical value

¢ = Frypx-1) 1—a)
so that j': *f(x)dx = a where f is the density of the F-distribution with
I-1 and IJ(K — 1) degrees of freedom

* if F € [c,+), the critical region, then reject the null hypothesis
o if Fel0,c), then do not reject (or fail to reject) the null hypothesis



Two-way ANOVA with interactions: Test for Hg

Woae can test Hypothesis Hg analogously:

If the null hypothesis
Hg: Br=p=-=p5=0
holds frue, then

SSp ydimM —dimHg SSp J—-1 .
RSS/ IJK—dimM  RSS/ IJ(K-1) J-LIj(K-1)

thatis

IKY) (74 — / 7
=~ Fr-1,1j(K-1)
£=1 z}:]_ zk=1 ijk = ) U(K 1)




Two-way ANOVA with interactions: Test for H,g

Wae use the theory of Linear Regression (Theorem 8) to test Hypothesis H,g:

If the null hypothesis i=12 ]
Hpp: ¥ =0 for {j;{z’::']
holds frue, then R
SSAB dim M — dil'IIHAB _ SSAB (I — 1)0 — 1) F
RSS/ IK—-dimM ~ RSS/ IJK-1) (=)U-1),I(&=1)

thatis

— — — — 22
K¥ea iy — 1 =75 +9.)" U - 1Y - 1) o
— = ~ Fa-ny-n,17x-1)
X1 th=1 Zf=1()’uk - J’ij-) (K —1)




Two-way ANOVA with interactions: Test for H,g

It holds:
MJ_
(¥ — V) (¥ — Van)
(the orthogonal cotan® ¢ = RS
complement =
= the space of
the residuals)

subspace
of dimension

IJK = 1]

U-1DJ-1
(cotan @)?/ UK =1 ~ Fo_1»yg-1,yk-1

-

M
subspace of dimension

Ij
Hp
subspace of dimension the dimension of its complement within

[+]—1 the subspace of dimension IJ is CJ—I1-]+1




Two-way ANOVA with interactions: Test for H,g

* Given the sample y;; of the random variables Yi;, = p + a; + B + vi5 + &ijx

where u, a;, 8;,7:;; € R are (unknown) parameters such that

l—lal Z 1ﬁj = £=1Yu Zj 1 ¥ij = 0 and &ijk ""N(O:Uz) are
mutually independent random variablesfor i = 1,2,...,1, j=1,2,..,],
and k =1,2,..,K, formulate the null hypothesis:

Hag: ¥iy=0 for {

Py

, ,lll,

1,2
1,2,...,]

i
J

* The altemnative hypothesis is Hag; = —Hag,



Two-way ANOVA with interactions: Test for H,g

« Calculate the statistic
_ _ _ N2
_ SSap /DFap _ KEey Zjma(Fyy = Fi =74+ 7.) /(= 1) = 1)
— — — —~
RSS5/ DFpss S X TR (i — Fy.) g —1)

« [f the null hypothesis is frue, then we have by the Theorem
F ~ Fu-ng-1,05x-1

* Choose the level of significance, a small number a > 0, suchas a =5 %,

other popularvaluesare a=10% or a=1% or a =0.1% elc.



Two-way ANOVA with interactions: Test for H,g

* find the critical value

¢ = Fu-pg-nyx-n 1—a)
so that j': *f(x)dx = a where f is the density of the F-distribution with
(I-1)J—1) and IJ(K — 1) degrees of freedom

* if F € [c,+), the critical region, then reject the null hypothesis
o if Fel0,c), then do not reject (or fail to reject) the null hypothesis



