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Outline of the lecture

* Four-way ANOVA: Introduction
» Greeco-Latin squares

* Four-way ANOVA simplified by using Graeco-Latin squares



Four-factor ANOVA: Motivation: Example

We have:

* a set of distinct cars

* a set of distinct drivers

« several types of car-fuel (e.g. fuel with various additives)

« several types of tyres

We wish to test whether the mileage (the fuel consumption per 100 km) of the car
depends also upon the driver who drives the car, the type of the fuel, and on the

type of the tyres.



Four-factor ANOVA: Motivation: Example

In particular, we have:

| distinctcars (i=1,2,...,I)

« ] distinctidrivers (j=1,2,..,])

« K distincttypes offuel (k=1,2,..,K)
» L distincttypes oftyres ({ =1,2,...,L)




Four-factor ANOVA: Motivation: Example

There are four factors in this example:

 factor A = thecar (i=1,2,..,I)

« factor B = thedriver (j =1,2,...,J)

« factor C = the type of the fuel (k =1,2,...,K)
« factor D = the type ofthe tyres (I=1,2,...,L)

There are IJKL =1 X ] X K X L distinct combinations of the factors.



Four-factor ANOVA: Motivation & Introduction

Consideringthe IJKL =1 X J X K X L distinct combinations of the factors

(the Cartesian product), we assume that each combination is tested n;j;,;-times.
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We thus have a sample
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These random variables are assumed to be normal (Y ~ M (g1, 0'2)).

independent (uncorrelated) and homoscedastic (with the same variance a2).



Four-factor ANOVA: Introduction: Assumptions

We assume that the effect of the factors A, B, C, D is additive.

Moreover, it is possible to distinguish many combinations of inferactions, e.g.:

« No interactions between / among the factors:

(i=1,2,..,1

Yiikim = p+a;+ B +yx + 0 i=1,2,..,]

« Efc. for < k=1,2,..,K

« All interactions between and among the factors: [=12..,L
. m= 1121 '"Jnijkl

Yigm =pu+a;+B;+yr+ o+
+ARP AR AP F AR+ AP+ AP +
A+ P+ 0 + 2P



Four-factor ANOVA: Introduction: Assumptions

We assume that the effect of the factors A, B, C, D is additive.

Moreover, it is possible to distinguish many combinations of interactions, e.g.:

(i=12,..,1
‘ YVijkim = g+ i + B + vi + 81 + Eijiam Jl=12 ]
. Etc. for < k=1,2,..,K
l1=1,2,..,L

. Vijgm =p+ay+py+ye+ 01+ . m =12, ..,k

+A° A5 AR+ A AP+ AP +

ABC , 1ABD . 7ACD . 1BCD
+Aie YA A Ak



Four-factor ANOVA: Introduction: Assumptions

For simplicity, we shall consider the model with no interactions only:

Yime=#u+ag+B; + vy + 06+ &jm
where the parameters
H, &;, ﬁjl 147 61 ER

are unknown and normalized so that:

J K L
Zai=0 Zﬁj=0 Z]/k=0 ZS;_:D
L j=1 k=1 =1



Four-factor ANOVA: Simplification

It is possible to consider the general situation with a general number n;j,; = 1

of observations for each combination of the factors and it is also possible to
formulate and test various null hypotheses (a; =0/ =0/ A5 =0/

{}?cfp = 0 /etc.), but there are plenty of calculations and the resulting formulas

are complicated.

This is why we shall study the following special case only:
(see the next slide)



Four-factor ANOVA: Simplification

We assume for simplicity that the number of the levels of all four factors

is the same:
I=}= K=L

In addition to that, we do not perform all the observations for each combination
of the factors (because the number of the necessary experiments would soon
become infeasible).

Instead, we perform either exactly one observation (n;;; = 1) or no observation

atall (n;;; = 0) according to the scheme called Graeco-Latin square.



Graco-Latin

squares
In
Four-way ANOVA




Latin square

A Latin square of order N is an arrangement of N symbols,
such as {1,2, ..., N}, where each symbol is repeated N-times,
intoan N X N square fable in such a way that

 in each column, each symbol occurs exactly once and

* in each row, each symbol occurs exactly once.

For example: 123 45
1 2 3 4 1 2 3 4 2 3 4 5 1

1 2 3 1 2 3 2 3 4 1 3 4 1 2 3 4 5 1 2

2 3 1 3 1 2 3 4 1 2 4 3 2 1 4 5 1 2 3

3 1 2 2 3 1 4 1 2 3 2 1 4 3 5 1 2 3 4




Orthogonal Latin squares

Let A and B be two Latin squares (i.e. matrices) of order N.
We say that the two Latin squares are orthogonal if and only if,

for each pair (r,s) of symbols (r,s € {1, 2, ..., N}),
there exists (exactly one) pair (i,j) of indices (i,j € {1,2, ..., N}) so that

Qi =T and bij =3

1 2 3 1 2 3 1.0 2.0 3.0
2 3 1| & |3 1 2 = T 2 3
3 1 2

3,01 1,D 2,0
) o) 1




Orthogonal Latin squares

Let A and B be two Latin squares (i.e. matrices) of order N.

We say that the two Latin squares are orthogonal if and only if,

for each pair (r,s) of symbols (r,s € {1, 2, ..., N}),
there exists (exactly one) pair (i,j) of indices (i,j € {1,2, ..., N}) so that

Qi =T and bij =3

1 2 3 4 1 2 3 4 1,00 2,0 3,0 4,0
2 1 4 3 2 3 4 1 2 ) 1 2 3 4
3 4 1 2 4 3 2 1 - 2,01 1,00 4,001 3,0
3 4 1 2
4 3 2 1 2 1 4 3
3,01 4,01 1,00 2,11
4 3 2 1
AT 2701 929270 1 M




Orthogonal Latin squares

The following statements are equivalent:
« The Latinsquares A and B oforder N are orthogonal.

* For each pair (r,s) of symbols (r,s € {1,2,..,N}),
there exists (exactly one) pair (i,j) ofindices (i,j € {1,2,...,N}) so that

aij =71 and bij =3

* Foreach pair (i,j) ofindices (i,j €{1,2,...,N}),
there exists (exactly one) pair (r,s) of symbols (r,s € {1, 2,..., N}) so that

a;=r and bj;=s

 Forevery i,j,k,l€{1,2,..,N}



Orthogonal Latin squares

Let A,,A,,...,A; be a collection of Latin squares (i.e. matrices) of order N.
We say that the Latin squares A4,,4,, ..., 4; are palrwise orthogonal if and only if

the squares A; and 4; are orthogonal whenever i,j € {1,2,..,k} and i # j.

Let A (N) denote the maximal number k of
(elements in a collection of) pairwise orthogonal Latin squares of order N.

It is easy 1o see:
1< NN)<N-1



Orthogonal Latin squares

A collection A4, A,, ..., A, of pairwise orthogonal Latin squares of order N

is called complete if and only if
k=N-1

The following is known:
« If N is a power of a prime number (thatis N = p* for some prime number p

and a natural number k), then N¥(N) =N —1.
» Wehave N(6) = 1.
 f N=23 and N # 6, then N(N) = 2.
s f N=4 and N(N)=N-3, then ¥(N)=N-1.



Orthogonal Latin squares: The following is known:

3 4 5 6 7 8 9 10
2 3 4 1 6 7 8 =[] 2
13 14 15 16 17 18 19 20
12 213 2014 15 16 =203 18 =204
23 24 25

22 =214 24




Graeco-Latin squares

A pair of orthogonal Latin squares is also called a Graeco-Latin square or
Graeco-Latin square or Greco-Latin square.

The name “Greaeco-Latin square” is inspired by the work of Leonhard Euler
(1707-1783), a Swiss mathematician, physicist, astronomer, geographer,
logician, and engineer who used the upper-case letters of the Latin alphabet

and the lower-case letters of the Greek alphabet as the symbols in the respective

square: A B CD a B vy o Aa BB Cy Do
B ADC 2 y 5 a B i} By A5 Da CpB
C DAB 5 v B « Co Dy AB Ba
D CB A B a d vy DB Ca B3 Ay




Four-factor ANOVA & Graeco-Latin squares

« Assume that each of the four factors A, B, C, D has the same number of levels
I=]J=K=L=N

for some natural number N = 2. — jjj Assume also that N = 6 !l

« Arrange (or denote) the factors A, B, C, D so that
— we assume that factors A, B, C ("blocking factors”) do have some effect
on the observed values
— we ask (test the hypothesis) whether factor D (“treatment”) has any effect

on the observed values



Four-factor ANOVA & Graeco-Latin squares

« Arrange the N x N = N2 pairs (k,I) into a Graeco-Latin square of order N.
(We consider k,1 €{1,2,..,N}.)

« There are plenty of distinct Graeco-Latin squares of order N.

« |tis recommended: The Latin square should be chosen randomly.

Now, given the Graeco-Latin square of type N X N,

define the numbers n;;;; as follows:
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Four-factor ANOVA & Graeco-Latin squares

Then,
» foreach i=1,2,..,N andforeach j=1,2,..,N,

» find the unique pair k,! € {1,2,...,N} such that n;y; =1,

» setup Factor A to the level i and set up Factor B to the level j,
« setup Factor C {o the level k and set up Factor D to the level |,
* carry out the experiment,

* observe the numerical outcome y;;, of the random variable Y4

Recall that Factors A, B, C are assumed fo have some effect ("blocks”).



Four-factor ANOVA: Further assumptions

We assume that the effect of Factors A, B, C, D is additive and

that there are no interactions between / among the factors: ]" : 1 g ﬁ
Yijkll=#+ai+ﬁj+}’k+31+8ijk;1 for < k=12,..,N
[=1,2,..,N

. &Ny =1
where the meaning of the (unknown) parameters p, a;, B;,vxd; € R is as follows:

* © — the common mean value

« a; — the effect of the level i of FactorA (for i =1,2,..,N)

* By — the effect of the level j of FactorB (for j=1,2,..,N)

* vy — the effect of the level k of FactorC (for k =1,2,...,N)

» §; — theeffectofthelevel [ of FactorD (for { =1,2,...,N)



Four-factor ANOVA: Further assumptions

We assume that the effect of Factors A, B, C, D is additive and

that there are no interactions between / among the factors: ]" : 1 g x
Yija = s+ ag+ By + ve + 6+ 1 for < k=12,..,N

[=1,2,..,N

. &Ny =1

Moreover, we assume that the (unknown) parameters «;, 8;,¥;6; € R are

normalized so that:

N N
Zai=0 Zﬂj=0 Z]ﬂ'k=0 Zﬁ;=0
=1 k=1

=1



Four-factor ANOVA: Further assumptions

We assume that the effect of Factors A, B, C, D is additive and

that there are no interactions between / among the factors: ]" : 1 g %
Yign =p+ai+ B +ve + 6+ gm0 for < k=1,2,..,N

[=1,2,..,N

We assume . &N =1

« Factor A has some effect (thatis a; = 0 forsome i€{1,2..,N})
« FactorB has some effect (thatis g; # 0 forsome j€{1,2..,N})

* Factor C has some effect (thatis y;, # 0 forsome k€{1,2...,N})
We ask — test the null hypothesis — whether Factor D has any effect:
HD: 61=52="'=6N=0



Four-Way ANOVA
without
Interactions

and simplified

by using
Graeco-Latin
squares

Yikn=H+

ta+Bty, +o+e




Four-way ANOVA with no interactions

Assume that we have a sample

Yijita
of observations of the random variables ( ]‘ : i 3 %
Yi}'kl=#+ai+ﬁj+}’k+6l+£ijk!1 for - k=1:2:...:N
[=1,2,..,N
where u,a;, B;,vx, 8; € R are fixed (but unknown) . &Ny =1
paramefers normalized
so that

N N
Zai=0 ZBj:O Zyk=0 ZJI:G
[ J=1 k=1



Four-way ANOVA with no interactions

Assume that we have a sample

Yijki1 .
of observations of the random variables ]‘ ~ 1 ; x
Yijk1=#+ai+ﬁj+?'k+61+Eijk11 for < k=12,..,N
[=1,2,..,N
...and | &g =1

Eijkll ~~ N(O, 0'2)
are mutually independent random variables
with the same variance ¢* € R

(the variance o¢? is also unknown).



Four-way ANOVA with no interactions: Notation

Denote the index set:

S={@ikL1): ijkl€{1,2,..,N}, nyg=1}

Notice that there are exactly N? elements in the index set S.
Indeed, for each pair (i,j) of theindicesfor i=1,2,..,N andfor j=1,2,..,N,

there exists exactly one pair (k,1) of symbols %,l € {1,2,...,N}

such that n;;,; = 1.



Four-way ANOVA with no interactions: Notation

Stack the observations y;;, into the N2-dimensional vector

y= (yﬂkn)(i,j,k,l.i)ES € Rg

and introduce the sample mean:

This sample mean is an estimate of the parameter u (the common mean value):
y=u



Four-way ANOVA with no interactions: Notation

Let 1=(D)grines € R® bethe vector of N2 ones and
introduce the line
L={11:1€eR}=

={zeR®:z; =u peR}

(i=1,2,..,N

which corresponds to the null hypothesis that i=1,2..,N
Hg.: Ytﬂcll = U + Eijkll for < k= 1, 2, ,N

[=1,2,.. N

that iS \ &nijkl =1
ay=--=ay=0 fr=-=By=0 ai=-=yw=0 0p==0y=0

(cf. one-way ANOVA)



Four-way ANOVA with no interactions: Notation

Moreover, introduce the subspace

o = {3 ER® : zyjpyy =+ Bj+ve + 61 WPV S ER, }
§ SaB = ZRea vk =1 5 = 0
(i=12,..,N
which corresponds to the null hypothesis i=1,2.,N
Hp: Yign =u+ By +vye + 00+ g5 for { k=12,..,N
that is [=1,2,..,N

&n”kl =1
a,==ay=0 ) N

Observe that the line
L C Hy



Four-way ANOVA with no interactions: Notation

Introduce also the subspace

Hy = {z ER i zipy =pu+a;+y+6, BLaLYeOER, }
E{L'—l ai = E¥=1Yk = E{Ll o =0

: : (i=12,..,N
which corresponds to the null hypothesis ]l —12 N
Hp: Yipn=uta;+ye+o+é&um for < k=1,2,..,N

that is [=1,2,..,N
Bl='"=BN=0 \_ &nukl= 1

Observe that the line
L Cc Hg



Four-way ANOVA with no interactions: Notation

Introduce also the subspace

e _{ZERS=zijk11=.u+ﬂ-'i+ﬁj+5b wa, B0 €R, }
- Yo =X B =216 =0

(i=1,2,..,N

which corresponds to the null hypothesis j=1,2,..,N
Hc: Yi)'kll =F + a + ﬁj + 5; + Eijkll for < k = 1; 2; o, N

that is l=1,2,..,N

N &nijkl =1

Observe that the line



Four-way ANOVA with no interactions: Notation

And introduce also the subspace

H _[ZERS:zijk11=p+ai+ﬁj+yk, @, B v €ER, }
D_
te1 @ =X B =Xk Ve =0

(i=1,2,..,N

which corresponds to the null hypothesis j=1,2,..,N
HD: Yi)'kll =5 + ay +ﬁj + 6; + Ei]k!l for < k = 1; 2; ;N

that is l=1,2,..,N

N &nijkl =1

Observe that the line



Four-way ANOVA with no interactions: Notation

Finally, introduce the subspace

zeRd: Zijin = 1T q; +ﬁj + v + 6y, #railﬁjr]’klal € R,

which corresponds to the model under consideration:

Yiin=u+a;i+ Bty +o1+&mn

for

-

\

- { ?=1 a; = z_?:j_ﬁj = ZE:]_Yk = Z‘[h;j_al =0 }

i=1,2,..
i=1,2,..
k=1,2,..
[=1,2,..

& nyjp; =

2

-

-

’

N
N
N
N
1



Four-way ANOVA with no interactions: Dimensions

Notice that the dimension of the line

L={zeR®:zy, =p ucR}
s
dimL =1



Four-way ANOVA with no interactions: Dimensions

Notice that the dimension of the subspace

—{ZERs:zijku=#+ﬁj+]’k+6!' .ulﬁjIYkISIER; }
: EJE=1B} = E£=1]"k = EIN=1 0;=0

is
dimHy=(14+N+N+N)—-1-1-1= 3N-2



Four-way ANOVA with no interactions: Dimensions

Notice that the dimension of the subspace

HB={ZERS:Zijk11=ﬂ+ai+]’k+6b i, a;, Vi, 61 € R, }
2¥=1 a; = Zg:l]"k = Ef'r:;[ 0;=0

IS
dimHg=(1+N+N+N)—-1-1-1= 3N-2



Four-way ANOVA with no interactions: Dimensions

Notice that the dimension of the subspace

e _{ZERS:ZijkII=.u+a'i+ﬁj+5h ma, B0 ER, }
- SN =5 g =N 6 =0

is
dimH.=(1+N+N+N)-1-1-1= 3N-2



Four-way ANOVA with no interactions: Dimensions

Notice that the dimension of the subspace

H _[ZERS:zijk11=p+ai+Bj+yk. i@, B v ER, }
D—
e =X B =Xk-1 Ve =0

is
dimHp=(1+N+N+N)-1-1—-1= 3N-2



Four-way ANOVA with no interactions: Dimensions

And notice that the dimension of the subspace

zeRd: Zijin = 1T q; +ﬁj + v + 6y, #railﬁjr]’klal € R,

_{ J:F=1“E=Z?=1ﬁj =ZE=1]"I{ =Z’[N=15[=0 }
is
dmM=(14+N+N+N+N)—-1-1-1—-1= 4N-3



Four-way ANOVA with no interactions

Letting #ijx11 = 1 — ay — By — yx — 0;, solve the Least Squares Problem:

N N
2 . o~
gggzzz Gy —#—a-f-ve—8) = migly-3IP = RSS
i=1j=1k=1 I=1
nyg=1

ML
y-y=ey | By the Pythagoras Theorem:
Iyl = 1IF1* + llell?

yy=3"y+e'e

a
y M

0

dimMt =N?2—-4N+3 =W -1)(N -3) dim Mt + dimM = N? dimM = 4N —3

Residual Sum of Squares: RSS =YI.(y; —9)2 =3 ,e? = eTe = | e||?



Four-way ANOVA with no interactions

Letting

Vagjra=#—By—ve—96; and  Ppypnn = H— & — Vi — 0

solve also the problems:

N N N N
2
— ==V — O —
yﬂlel:l-:l‘;_z_zz (Vipar — 1 — By — Y — 61)
i=1j=1k=1 =1
nyp=1
and
N N N N
2
i Ut — Ve —& _
?IBIE}}BZZZ (J’tjku H—a;— Vg :)

=1
=1

iy
Il
[y
S,
Il
[y
e
Il
==

2
?1;}5111} ly — ¥all

Y
?glElgBIIJI ¥zl



Four-way ANOVA with no interactions

Letting

Yoyjrn=#—a;—B;j—06; and  Ypyrn =u—a;— B —
solve also the problems:

N

N N N
CZZZ Z @i}ku—#—ffi—ﬁ}—ﬂ;)z ?xgnn ly — ¥cll®

i=1j=1k=1 =1

Ryjri=1
and
N N N N
: 2
y‘,}Eﬁ‘nZZZ Z Dipar — =@ =B~} = 5;‘,}1&‘;‘}“"3’ ¥oll?
i=1j=1%k=1 I=1

nij=1



Four-way ANOVA with no interactions

Finally, letting

il
|
-

solve the Least Squares Problem:

N
min
1yel Z l._;kll ]1)

=1j=1 k=1 1

=

=’H‘II

- — 15|12
iljljgilly 1yl




Four-way ANOVA with no interactions AN

Wae have and denote:

ly—131? = 9-5al* + 13-%sl® + -9l + |19-3pl* + llell?
SSTOTAL SSa SSp SSc SSp RSS

where, recall, we have:
Pijr = A+ &; + B + T
Parrnn = A+ By + 7 + 6 Foyrin = A+ & + P + &
Poigrn = A+ & + By + 5 Poipn = R+ & + By + 6

<
]
=



Four-way ANOVA with no interactions

We thus have:

N N N N
_ N2
SStoraL = Iy — 17|12 = Z z i —7) =
=1 J=1k=1 I=1
Rijri=1

i (Vijrr — ﬁ)z

1 I=1
nyp=1

M=
M=
M=

=
Jl
=

s,
Il
=t
&
Il



Four-way ANOVA with no interactions

We thus have:

N N N N
N 2
RSS = llell® = lly — #1|2 = Z Z Vijrr — Pijenn)” =

=1 j=1k=1 I=1
Nyjri=1

N N N N

=ZZZ (J’ijll ﬁ & ﬁ.l ?" S"')
i=1 j=1k=1 1=1

Rijrr=1



Four-way ANOVA with no interactions

Wae thus have:

N
| | R " 2
SSa =19 —Fall® = Z Y



Four-way ANOVA with no interactions

Wae thus have:

N N N N




Four-way ANOVA with no interactions

Wae thus have:

2

A =
[N =

|
=
Yoy
|
=
~
|
=
|
b=t

2

(Pijrrs — ?t:ijku)z =

=1

SS¢c = II¥ — ¥cll*> =

L

£
S

A " , 2
(B+a:+Bi+Pe+d—p—a:—-pi—6) =

=
.Mz
[N =

[ ]
|
==
-
|
==
-
il
i
&
= |
n-
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=
l:}4

Pl
Il
==
N,
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<
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Four-way ANOVA with no interactions

Wae thus have:

N N
N . 2
SSp = 17— pll2 = Z Z (}’ijkll _yDijkﬂ) =

i=1j=1k=1 I=1

nyjrr=1
N N N N N
NPTV
i=1j=1k=1 I=1 i=1



Four-way ANOVA with no interactions

By solving the above Least Squares Problems

O fou= " f2a, = %/, a8 = F [ov. = O [35, = 0 etc.; doitas an exercise),

we obtain:

2

LA
= WZZZ Yijru = ¥ = Y

i=l j=1k=1 (=1
Nyjrr=1



Four-way ANOVA with no interactions

By solving the above Least Squares Problems

O fou= " f2a, = %/, a8 = F [ov. = O [35, = 0 etc.; doitas an exercise),

we obtain:

LA AN
EZZ Z Yijrir — B = Vi.— ¥
j=ik=1 =1

Nigp=1

2
|

for i=1,2,..,N



Four-way ANOVA with no interactions

By solving the above Least Squares Problems

O fou= " f2a, = %/, a8 = F [ov. = O [35, = 0 etc.; doitas an exercise),

we obtain:

%)

i=1k=1

N
I

Yijrt1 —

Il
|
Sty

I
b

nyk1=1

Fa)



Four-way ANOVA with no interactions

By solving the above Least Squares Problems

O fou= " f2a, = %/, a8 = F [ov. = O [35, = 0 etc.; doitas an exercise),

we obtain:

N

N N
W3
N Z Yijrt1 —
i=1 j=1 iI=1
Nyjrr=1

14"

<

e
|

“l

for k=1,2,...,N



Four-way ANOVA with no interactions

By solving the above Least Squares Problems

O fou= " f2a, = %/, a8 = F [ov. = O [35, = 0 etc.; doitas an exercise),

we obtain:

Lo
Il

N N N
1 _
EZZ Zi YVigr — 8 = Y.a—5¥

i=1 j=1
Nyjer=1

for 1=1,2,..,N
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Four-way ANOVA with no interactions

Put together, we have:

_)2

(rir — Y

&

SSTOTAL

31)2 =

_-pr"k_

- & - B

ijki1 — U

O

Ve — Vot + 37)°

— P = Fouier —

— ¥i...

(yijkll

1

j?:
=1
LRI=

n

ii
J=1k=1

SANG



Four-way ANOVA with no interactions

Remark: The quantity
RSS RSS

~dimML - (N—1DN-23)

2

5
is an estimate of the unknown &2, thatis s% = ¢=.

It holds
E[s?] = o2

Recall that dimML = N? —dimM = (N — 1)(N —3) — see the figure above!



Four-way ANOVA with no interactions

Put together, we have:

N N

SSa =NZ&E - NZ@; — 5)?
i=1 i=1
N N

7]
-
Il
-
[
N
"N
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]
|
I
:i!’
N



Four-way ANOVA with no interactions

Put together, we have:

N N
SS¢ =N ) 78 = N) Ga—9)
k=1

k=1

N N
SSp = NZ 67 = NZ@...; — 7)?
i=1

=1



Four-way ANOVA with no interactions

Recall that it holds:

i=1 j=1k=1

SStoraL = SSa + SSg + SS¢ + SSp + RSS

(Vijrr = ?)2 =

Rijri=1

i=1

N N N N
=N G = 7P +N ) (7. =5 +N ) Gt =72 +N ) G = 7P+
j=1 k=1 =1

R wmh w _ _ — — —\2
+ 2' Z (yijkﬂ — Vi = Yejoo = Vb — Yol + 3}’)
0 » =1



Four-way ANOVA with no interactions: Test for Hj

Woe use the theory of Linear Regression (Theorem 8) to test Hypothesis Hp:

If the null hypothesis

Hp: ya=y2=-=yy=0
holds frue, then

SSp jdimM —dimHp  S5p N-1 .
RSS/ N2—-dimM ~ RSS/ W—-1(N-2) N-1,(N-1)(N-2)




Four-way ANOVA with no interactions: Test for Hj

It holds:
(3 —9p)'(#— )
(the orthogonal cotan® ¢ = RS
complement =

= the space of
the residuals)

MJ_

N-1

2
subspace (cotan @) /Nz “aN+3 " Fy_1,(n-1)(N-3)
of dimension
2 — o,
N 4N + 3 Vi

M

subspace of dimension
4N — 3

Hp
subspace of dimension the dimension of its complement within
3N — 2 the subspace of dimension 4N —3 is y _ 1
|




Four-way ANOVA with no interactions: Test for Hj

* Given the sample y;;4 of the random variables

Yiikmn =ptag+Bi+vye+ o+ cijin
where yu, a;, 8, vx, 6; € R are (unknown) parameters such that
1@ =X B =Yhe1Ve =218 =0 and gy ~ N(0,62)
are mutually independent random variablesfor i =1,2,...,N, j=1,2,...,N
k=1,2,..,N, {=1,2,..,N suchthat n;;; = 1, formulate the null hypothesis:
Hy: 81 =68;=-=64=0



Four-way ANOVA with no interactions: Test for Hj

« Calculate the statistic

~ SSp /DFp
~ RSS/ DFpss
NXE (5.0 —5)? /
— — 2 —
z:i-l z? 1Ek_1z =1 (J’ijj.:u — Yi.- = Yj. — y o T 337) N 4N + 3

Nijki=1

* [f the null hypothesis is true, then we have by the Theorem

F ~ Fyn_y,(n-1)(v-3)



Four-way ANOVA with no interactions: Test for Hj

« Choose the level of significance, a small number a > 0, suchas a=5%

« Find the critical value
¢ = Fyoa,m-nw-3 (1—a)
so0 that _f: * f(x)dx = a where f is the density of the F-distribution with
N-1 and (N -1)(N —3) degrees of freedom

* If F € [c,+), the critical region, then reject the null hypothesis
* If F €[0,c), then do not reject (or fail fo reject) the null hypothesis



