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Outline of the lecture

* Three-way ANOVA: Introduction
 Latin squares

* Three-way ANOVA simplified by using Latin squares



Three-factor ANOVA: Motivation: Example

We have:
 a set of distinct cars
* a set of distinct drivers

« several types of car-fuel (e.g. fuel with various additives)

We wish to test whether the mileage (the fuel consumption per 100 km) of the car

depends also upon the driver who drives the car and on the type of the fuel.



Three-factor ANOVA: Motivation: Example

In particular, we have:

« [ distinctcars (i=1,2,...,1)

« J distinctdrivers (j =1,2,..,J)

« K distinct types offuel (k=1,2,...,K)

There are three factors in this example:

» factor A = thecar (i=1,2,..,I)

+ factor B = thedriver (j = 1,2,..,J)

« factor C = the type ofthe fuel (k =1,2,...,K)



Three-factor ANOVA: Motivation & Introduction

Considering the IJK = I X ] x K distinct combinations of the factors

(the Cartesian product), we assume that each combination is tested n;;.~times.

We thus have a sample ,
(i=1,2,..,1
Yijki e j=12,..,]
of the underlying random variables o' Y k=12 .,K
Yir: @ - R =12,

These random variables are assumed to be normal (Y ~ M (g, 02)),

independent (uncorrelated) and homoscedastic (with the same variance a2).



Three-factor ANOVA: Introduction: Assumptions

We assume that the effect of the factors A, B, C is additive.

Moreover, it is possible to distinguish many combinations of interactions, e.g.:

1. No interactions between / among the factors:
Vi = p+ap+ Py +vx

2. Interactions between the factors — interactions of the 1% order:
Yija = B+ a; + B +vie + A5 + A5 + A

3. Interactions among the factors — interactions of the 2™ order:

Yijir = i+ ay + By + vie + A" i=1,2,..,1
4. All interactions between and among the factors: }i z 1 ; i{
[ = 1, 2, ...,nijk




Three-factor ANOVA: Introduction: Assumptions

We assume that the effect of the factors A, B, C is additive.

Moreover, it is possible to distinguish many combinations of inferactions, e.g.:

~ 2
1. Vi =+ a;+ B +ve+ &ijua EURE = i\f§00 I)
j=12..]
2. Y = p+ g+ By +vi + AP + A58 + A5 + ey k=1,2,.. K
[=1,2, y Nijk
3. Yijk! i+ a;+ ﬁJ + ¥+ Aﬁ?cc + &

4. Vit = s+ @+ By +vie + AP + M + A + A + &y



Three-factor ANOVA: Introduction: Assumptions

In the models, such as
Vi = i+ @ + By + v + AP + 457 + A + A5%° + eija
the parameters

i, le 141 ;{'tk ) A}k !Al}k
are unknown.

We assume that the unknown parameters are normalized so that:

J K
L’ti=0 Zﬂj=0 Zyk=
j=1 k=1

-

i=1




Three-factor ANOVA: Introduction: Assumptions

We assume that the unknown parameters are normalized so that:

I J i K I K
Yap-o-yar  Yue-o-due  Yur-o-)u
i=1 j= i=1 k=1 j=1 =1
and K J I
YrEo  yapeo Y-
k=1 j=1 i=1
or



Three-factor ANOVA: Simplification

It is possible to consider the general situation with a general number n;;, = 1

of observations for each combination of the factors and itis also possible to

formulate and test various null hypotheses (a; = 0/ AP = 0/ A5¢ = 0/ etc.),

but there are plenty of calculations and the resulting formulas are complicated.

This is why we shall study the following special case only:
(see the next slide)



Three-factor ANOVA: Simplification

We assume for simplicity that the number of the levels of all three factors
is the same:

In addition to that, we do not perform all the observations for each combination
of the factors (because the number of the necessary experiments could soon
become infeasible).

Instead, we perform either exactly one observation (n;; = 1) or no observation

atall (n;; = 0) according to the scheme called Latin square.



Latin squares
in
Three-way ANOVA




Latin square

A Latin square of order N is an arrangement of N symbols,
such as {1,2, ..., N}, where each symbol is repeated N-times,
intoan N X N square fable in such a way that

 in each column, each symbol occurs exactly once and

* in each row, each symbol occurs exactly once.

For example: 123 45
1 2 3 4 1 2 3 4 2 3 4 5 1

1 2 3 1 2 3 2 3 4 1 3 4 1 2 3 4 5 1 2

2 3 1 3 1 2 3 4 1 2 4 3 2 1 4 5 1 2 3

3 1 2 2 3 1 4 1 2 3 2 1 4 3 5 1 2 3 4




Latin square: Remark 5&&

The name “Latin square” is inspired by the work of Leonhard Euler (1707-1783),
a Swiss mathematician, physicist, astronomer, geographer, logician, and engineer

who used the upper-case letters of the Latin alphabet as the symbols in the

square:
ABCDE

A B C D AB C D B CDEA

A B C A B C B CDA CDA B CDEAB

B C A C A B CDAB DCB A DEABGC

C AB B C A DABGC BADC EABCD




Three-factor ANOVA: Simplification by using Latin sq.

« Assume that each of the three factors A, B, C has the same number of levels
I=]J=K=N

for some natural number N = 2.

« Arrange (or denote) the factors A, B, C so that
— we assume that factors Aand B do have some effect
on the observed values
— we ask (test the hypothesis) whether factor C has any effect

on the observed values



Three-factor ANOVA: Simplification by using Latin sq.

« Armrange the N symbols {1, 2,..,N} into a Latin square of order N.
* There are plenty of distinct Latin squares of order N.

* ltisrecommended: The Lafin square should be chosen randomly.

Now, given the Latin square of type N x N, define the numbers n;; as follows:

2,.

2, .
2, .

_ 11, ifthesymbol k is at the position (i, ), "
Mk = { 0, otherwise. for é

1,
1,
1,

222



Three-factor ANOVA: Simplification by using Latin sq.

Then,

foreach i=1,2,..,N andforeach j=1,2,...,N,
find the unique k € {1,2,...,N} suchthat n;p = 1,
set up Factor A to the level i and set up Factor B to the level j,

set up Factor C to the level &k, and carry out the experiment,

observe the numerical outcome y;;.; of the random variable Y4

Recall that Factors Aand B are assumed to have some effect.
We ask (test the hypothesis) whether Factor C has any effect.




Three-factor ANOVA: Further assumptions

We assume
+ that the effect of Factors A, B, C is additive and
* that there are no interactions between / among the factors: (i=12,..,N
i=1,2,...,N
Yijka =+ ay+ By +vi + & for 1 é=1’2’___,N

L & =1
where the meaning of the (unknown) parameters g, a;, 85, vx € R is as follows:

» © — the common mean value

 a; — the effect of the level i of FactorA (for i =1,2,...,N)

* B; — the effect of the level j of Factor B (for j =1,2,...,N)

* v — the effect of the level k of FactorC (for k=1,2,...,N)



Three-factor ANOVA: Further assumptions

We assume
+ that the effect of Factors A, B, C is additive and
* that there are no interactions between / among the factors: (i=12,..,N
i=1,2,...,N
Yyrn =p+ag+ By +vr + ggjpa for 1 é=1’2’ N
L & ni]k =1

Moreover, we assume that the (unknown) parameters a;, §;,¥x € R are
normalized so that:

N

N N
Z.:q=o Zﬁj=o Zyk=0
] k=1



Three-factor ANOVA: Further assumptions

We assume
« that the effect of Factors A, B, C is additive and
* that there are no interactions between / among the factors: (i=12,..,N
i=1,2,...,N
Yijgn =+ ay+ By +vi + & for 1 é=1’2’___,N
We assume - &y =1

* Factor A has some effect (thatis a; # 0 forsome i€{1,2..,N})
* FactorB has some effect (thatis g; # 0 forsome j€{1,2..,N})
We ask — test the null hypothesls — whether Factor C has any effect:

He: asy=-=yy=0



Three-Way ANOVA
without
interactions

and simplified

by using

Latin squares

Yiki=Htatpry,+
+E;ix1




Three-way ANOVA with no interactions

Assume that we have a sample

Yijr1
of observations of the random variables (i=1,2,..,N
j=1,2,..,N
Yjm=pta+B+reteym for ¢, _ 1, 'y
N & n,;,k =1

where u,a;, B;,¥x € R are fixed (but unknown)
paramefers normalized
so that



Three-way ANOVA with no interactions

Assume that we have a sample
Yijr1
of observations of the random variables

Yijga=H+a;+ B +vr + Ejra
...and
Eijkl ~ N(D, 0'2)
are mutually independent random variables

with the same variance ¢% € R*

(the variance o¢? is also unknown).

for

(i=1,2,..,N
) j=12..N
k=1,2,..,N
N &ni]k=1



Three-way ANOVA with no interactions: Notation

Denote the index set:

S={Gjik1):ij,ke€{1,2,.,N}, njp=1}

Notice that there are exactly N? elements in the index set S.

Indeed, for each pair (i,j) of theindicesfor i=1,2,..,N andfor j=1,2,..,N,
there exists exactly one k € {1,2,..., N} such that ny; = 1.



Three-way ANOVA with no interactions: Notation

Stack the observations y;;, into the N2-dimensional vector

y= (yUkl)(i,j,k,l)ES € R®

and introduce the sample mean:

This sample mean is an estimate of the parameter u (the common mean value):
y=u



Three-way ANOVA with no interactions: Notation

Let 1=y rnes € R® be the vector of N2 ones and
introduce the line
L={11:1€eR} =

={zeR®:zpy =y, pER]}

which corresponds to the null hypothesis that ( t=1.2..,N

Ho Yga=p+ega  for 4415y

that is - &=
ap==ay=0 fr=-=By=0 i=-=yy=90

(cf. one-way ANOVA)



Three-way ANOVA with no interactions: Notation

Moreover, introduce the subspace
Hy={zeR¥:z4, =p+Bi+ve mBpVe €R X 18 =3N 17k =0}

which corresponds to the null hypothesis (i=1,2,..,N
j=1,2,..,N

Hy Yyga=p+Bitreteg for (415 'y

thatis | &y =1

Observe that the line



Three-way ANOVA with no interactions: Notation

Introduce also the subspace

Hg = {Z € RS P Zijk1 = U+a;+ve, e, €ER, E_?:iai =E¥=1Yk = 0}

which corresponds to the null hypothesis (i=1,2,..,N
j=1,2,..,N

Hp: Yym=ptatyeteg for 4 _ 10 'y

thatis | &y =1

Observe that the line



Three-way ANOVA with no interactions: Notation

And introduce also the subspace
He = {Z ER®: Zijga = K +a; + le ﬂlailﬁj € R, E_?;iai = E=1B_f = 0}

which corresponds to the null hypothesis (i=1,2,..,N
j=1,2,..,N

He: Y”kj_ =p.+ﬂ!g+ﬁj+£u;¢1 for < k=12 ..N

that is L & =1

Observe that the line



Three-way ANOVA with no interactions: Notation

Finally, introduce the subspace

Y = {ZE R :zjpy =p+a;+Bi+ve wanBpye R }
ie1 @ =21 Bj = k=1¥e =0

which corresponds to the model under consideration: (i=12 N
j=1,2,..,N

Vjm=p+a+Bi+yveten for (415 "y

. & Njjx = 1




Three-way ANOVA with no interactions: Dimensions

Notice that the dimension of

— the line
L={ZER5:zijk1=_u, ,uE]IR}
is
1
— the subspace

HA= {ZERS =Zijk1 =ﬂ+ﬁj+y,’cr ﬂ:ﬁj:yk € R, Z¥=1Bj = ‘E=1yk = 0}
is
L+N+N)-1—-1= 2N-1



Three-way ANOVA with no interactions: Dimensions

Notice that the dimension of

— the subspace
Hp={zeR’ * Zijpy = U+ @+ Ve oY ER, E?‘:N: =¥ N-1¥x =0}
is
(1+N+N)-1-1= 2N-1
— the subspace
Ho={zeR®:zjpy =p+a;+ Py ha, BiER T 0 =Yh_1 =0}
is

(1+N+N)—-1—-1= 2N-1



Three-way ANOVA with no interactions: Dimensions

Notice that the dimension of

— the subspace
M_{ZER5=Zijk1=ﬂ+ai+ﬁj+Yk. i a;, B Vi € R, }
i = ¥=1Bj=2¥=1rk=0
is
(lL+N+N+N)—1-1—-1= 3N-2



Three-way ANOVA with no interactions

Letting #;jx1 = 1 — a; — Bj — i, solve the Least Squares Problem:

N N N
2
u — 2 —
pin > > Y Gya-k-a-f-n) = mply-3I° = RSS
i=1 j=1 k=1
nu'k=1
Mt y
y—-y=e[ | By the Pythagoras Theorem:
: IyllZ = IF1* + llell?
y'y=5"5+e"e
,. (7
0 y M
dimMt! =N?2-3N+2=W-1)(N-2) dim Mt + dimM = N? dimM = 3N —2

Residual Sum of Squares: RSS =YI.(y; —9)2 =3 ,e? = eTe = | e||?



Three-way ANOVA with no interactions

Leting  FPayks =u—By— Y, Fsyrr = 8 — &3 — Vo
solve also the problems:

E
-
S‘
"‘ﬁ
=
'F:
L@
I
=
‘-.-’
|

and

b
g*.:
M=
NIk
[M]=
)
X
|
g~
|
R
I
g
I

Yol = H—

2
ﬂgg ly — #all

2
y‘ﬁ‘elﬁl ly — ¥sll

- By,



Three-way ANOVA with no interactions

and
N N N
- — U= - 2 — 2
g > > D Oga-u-a-g) = miply-ycl
i=1 j=1 k=1
nf_jk=1



Three-way ANOVA with no interactions

Wae have and denote:

ly-1512 = [9-94l% + 9=l + 19-Fcl? + [el?
SSTOTAL SSa SSp SSc RSS

where, recall, we have:
Pijir = A+ &+ B; + P
Paijis = A+ B + Fre Yeij1r = 4+ &; + i Peijir = A + & + B

y=i



Three-way ANOVA with no interactions

Wae thus have:
N N N N N N
) 2
SStotaL = lly — 1511 = ZZ Z (Vyrr — ) =ZZ Z (Vijer — )
i=1j=1 k=1 i=1 j=1 k=1
nyr=1 =1
N N N
Y
RS=llel2 =y =9I =D > > (ipes —Fujer)” =
i=1j=1 k=1
nyjr=1
N N N
2
=ZZ Z (Vijgr — R — & — B; — Px)
i=1j=1 k=
=1



Three-way ANOVA with no interactions

Wae thus have:
N N N
N . 2
SSa =¥ - ?allz—zz Z (Pijer — Pasjes)” =
i=1j=1 k=1
Njje=1
N N
R A N2
=ZZ (A+@&+B+P—0—Bi—7) =
i=1 j=1 k=1
niie=
N N N N
=ZZ 82 = NZ &7
i=1j=1 k=1 i=1



Three-way ANOVA with no interactions

Wae thus have:
N N N
N . 2
SSg = lI¥ — ¥sll° = Z Z (Pijer — Tijir)” =
i=1j=1 k=1
nij =1
N N N
F.s F. L . 2
=ZZ (A+a&+Bi+Te—A—a—F¢) =
i=1 j=1 k=1
"ij‘k—i
N N N N
PIEROV,
i=1j=1 k=1 =1



Three-way ANOVA with no interactions

Woe thus have:
N N N
R R 2
SSc =19 —¥cll? = ZZ (J’ijki — J’Cijm) =
i=1 j=1 k=1
nijie=1
N N N
N o 2
=ZZ (A+a+Bi+h—n—a—B) =
i=1j=1 k=1
n”k=1
N N N N
DMPEEEOX.
i=1j=1 k=1 k=1



Three-way ANOVA with no interactions

By solving the above Least Squares Problems

CF/ou= %20, = * [ap, = /3y, = 0 etc.; doitas an exercise), we obtain:

LA
g = WZZ Vii|wy = ¥V = ¥
i=1j=1 k=1
=1
LA
@ = 5 Vijipy =8 = ¥i.—F for i=12,..,N
=1 k=1



Three-way ANOVA with no interactions

By solving the above Least Squares Problems

CF/ou= %20, = * [ap, = /3y, = 0 etc.; doitas an exercise), we obtain:

1w L ,
ﬂ] = ﬁz l}kl = J’-;’-—J’ for )=132J---1N
i=1 :11
1 N N
Ve = EZ 2 Yijrr— 8 = Vo~ for k=12,..,N
i=1 j=1

Rijr=1



Three-way ANOVA with no interactions

Put together, we have:

N N N N N N
2 N2
SStoTAaL = ZZ Z (v — 2)° = ZZ Z (¥ijkr — 7)
iI=1 j=1 k=1 i=1j=1 k=1
nye=1 Rije=1

" ~ 22
(Vijer —A— & — By — Vi) =

[ o
|
[
-
il
=

Il
M=
N =

1

&
ey
=

|

N
Y G = Fre = F. = Fore + 25)’

1

Il
M=
[N =

.y
1l
Y
s,
Il
=
i
=



Three-way ANOVA with no interactions

Remark: The quantity
RSS RSS

“dmML~ (N—DIN-2)

2

5
is an estimate of the unknown &2, thatis s% = ¢=.

It holds
E[s?] = o2

Recall that dimML = N? —dimM = (N — 1)(N —2) — see the figure above!



Three-way ANOVA with no interactions

Put together, we have:

N
NZ(J_’E-- — ¥)?

i=1 i=1

7
-
|
=
Rie
"IN
|

N N
_ N2
SSg =NZ£} = NZ(y.j.—y)
j=1 j=1
N

N
NZ@--I.: - y)*
k=1

7y
e
3
I
=
o
I



Three-way ANOVA with no interactions

Recall that it holds:

SSroraL = SSa + SSg + SSc + RSS

N
11;

nyx=1

(Vijr1 — -5)° = Ng(y., —y)2+NZ(y;—y) +N (yk -y +
k=1

|.|.

=
=

N

_ _ _ Y

+ (yijm ~¥Vi.—Yj— Yt 2y)
1 —
Rijk

i
=t
i

=

1



Three-way ANOVA with no interactions: Test for H.

Woe use the theory of Linear Regression (Theorem 8) to test Hypothesis He:

If the null hypothesis

He: a=v,=-=yw=0
holds frue, then

S5¢ jdimM —dimHe  SS5¢ N-1 7
RSS/ N2—dimM — RSS/ (N—-1)(N-2) N-1,(N-1)(N-2)




Three-way ANOVA with no interactions: Test for H.

It holds:
Mt o Ty o
cotan? g = & Y O~
(the orthogonal 4 RSS
complement =

= the space of
the residuals)

N-1

2
subspace (cotan @) /Nz ANtz Fy_1,n-1D)(N-2)
of dimension
2 — o,
N 3N + 2 Pe

M

subspace of dimension
3N -2

Hc
subspace of dimension the dimension of its complement within
IN — 1 the subspace of dimension 3N -2 is y _1
|




Three-way ANOVA with no interactions: Test for H,.

* Given the sample y;;x; of the random variables Y.y = pu+a; + 5 + v + €ijra

where y, a;, 8;,vx € R are (unknown) parameters such that

Ziiv=1 a; = Eﬂ’;iﬁj =Yh=1¥x =0 and Eijkr ~ N (0,0%) are
mutually independent random variablesfor i = 1,2,...,N, j=1,2,...,N,

k=1,2,..,N suchthat n;; =1, formulate the null hypothesis:

He: a=v2==yw=0

« The altemative hypothesis is Hcqy = =H, i.e. y;, =0 forsome k€{1,2,..,N}



Three-way ANOVA with no interactions: Test for H,.

« Calculate the statistic
~ SS¢ /DFe NYr 1 (Fa—F)? N-1

- - e
RS5/ DFpss 3N, )3y ENk=11(yijk1 — P — Vg — For + 25) N*=3N+2
Nijr=

+ |f the null hypothesis is true, then we have by the Theorem

F ~ Fy_1,v-p-2)

« Choose the level of significance, a small number a > 0, suchas a =5 %,

other popular valuesare a=10% or a=1% or a=0.1% etc.



Three-way ANOVA with no interactions: Test for H,.

* find the critical value

¢ = Fyaw-nw-2 (1—a)
so that j': *f(x)dx = a where f is the density of the F-distribution with
N-1 and (N —-1)(N - 2) degrees of freedom

* if F € [c,+), the critical region, then reject the null hypothesis
o if Fel0,c), then do not reject (or fail to reject) the null hypothesis



