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Outline of the lecture

» Motivation & Introduction
 Full Factorial Experiments
» Graphical assessment of factor / interaction significance

« Graphs of interaction effects



Full Factorial Experiments: Motivation

» We consider an observed variable Y, such as the quality of a product.

« We also consider several factors A, B, C, D, ..., such as the conditions
during the production.

« And we conjecture that the levels of the factors (and the interactions
between the factors) influence the response variable ¥, which we wish
to maximize, say.

« The purpose is to identify the significant factors that influence the response
variable Y most, and to find their optimal levels.

« We siudy the effect of the factors A, B, C, D, ... on the response variable Y



Full Factorial Experiments: Motivation & Introduction

« We study the effect of the factors A, B, C, D, ... on the response variable Y
by means of experiment.
* Woe consider only a few (a finite number) of distinct values of each of the factors.
* We usually consider only fwo distinct values of each of the factors.
« The first valueis "low” and is denoted by “-".
 The second value is "high” and is denoted by “+”,
» If n factors are considered,

then there are 2" various combinations of the levels of the factors.



Full Factorial Experiments: Motivation & Introduction

* |fwe consider n = 2 factors Aand B, then the arrangement of the factor levels

is called a 2x2 or 22 factorial design.
 There are 2x2 =4 factorial points, which constitute a square:

Factor

)— A B

+ -

N -

+




Full Factorial Experiments: Motivation & Introduction

« |fwe consider n =3 factors A, B, C, then the arrangement of the factor levels

is called a 2x2x2 or 28 factorial design.
* There are 2x2x2 =8 factorial points, which constitute a cube: A B C

+
+ +
|




Full Factorial Experiments: Motivation & Introduction

* The theory of the Full Factorial Experiments is based upon the theory
of Multiple Linear Regression (again).
* The theory and all the calculations are simplified significantly if we assume that

the number of the experiments cartried out in each case js the same.

 |n other words, considering n factors and assuming that the experiment
is repeated K-times for each combination of the factors, we have
2t X K

observations of the experiment in {ofal.



Full Factorial Experiments: Motivation & Introduction

* |n other words, considering n factors and assuming that the experiment
is repeated K-times for each combination of the factors, we have
2 X K
numerical outcomes of the mutually independent random variables
Yo ~ N (s, 6%) for s€$§ andfor k=1,2,...K
where
§={#)" = {1

is the index set of all the 2" possible combinations of the levels of the factors.



Full Factorial Experiments: Motivation & Introduction

We thus have a sample
¥s1, ¥Ys2s s Ysi fﬂl" SES

of the observations of the mutually independent random variables
Yo, Yoo, iy Yo ~ W (u5,02) for s€S
where § is the index set of all the 2" combinations of the levels of the factors.

(Here, the expected values u; and the variance ¢ are unknown.
The variance o2 is assumed to be the same — homoskedasticity.)



Full Factorial Experiments: Example

Consider a spring.

The cbserved variable Y is the lifespan of the spring,
i.e. the number of pressures of the spring until it cracks.
We consider three factors:

* Factor L = the length of the spring

* Factor G = the thickness of the wire of the spring
 Factor T = the matenal of (the wire of) the spring



Full Factorial Experiments: Example

We consider the following levels of the three factors:

Factor L = the length of the spring

“~"or“-1" =10 cm
“+"or“+1" =15 cm
Factor G = the thickness of the wire of the spring
“="or“-1" =5 mm
“+"or "+17 =7 mm
Factor T = the material of (the wire of) the spring

or “=1" = Material / alloy “A”
“+” or “+1” = Material / alloy “B”




Full Factorial Experiments: Example
The experiment was carried out 2x for each combination of the factors:

Factor Observed value

Yitrs Vo

- - + 63 65
+ - + 82 36
- + + 72 74
+ + + 92 38




Full Factorial Experiments: Example

Now, the goal is to identify the factors, including their interactions,
with significant effect on the lifespan of the spring, i.e. the observed

values of the variable Y.
We shall use the theory of Multiple Linear Regression to this end.

We assume the model with the intercept term:

Y =180 + x181 + X686 + x1p1 + X16PLG T XuTPrr T+ XgTBeT + XLGTPLGT



Full Factorial Experiments: Example

Wae assume the modael with the intercept term:

Y = 18p + x1BL + xgPg + x1h1 + xL6PLG + XLThLT T+ X6TBGT + XLoT LGT

The effect of the factor or the interaction is significant if and only if
the respective coefficient 8 is non-zero.

— We shall use the t-test for the respective parameter g (see Theorem 6)

fo this end.



Full Factorial Experiments: Example

We set up the matrix X as the first step:

== 017 & T = T Interaction = the product of the Factors.
Intercept Factor Interaction
0
1
1 + — — — — + +
1 - + — — + —~ +
1 + + — + — — —
1 - - + + — — +
1 + - + — + — -
1 - + — — + —
1 + + + + + +

Thisisa 2™ x 2™ matrix in general.



Full Factorial Experiments: Example

Since we carried out each experiment 2x for each combination
of the factors, we double each row of the table:

Interaction = the product of the Factors.

Intercept Factor Interaction Observed
0 | Viisp
X: 1 -1 -1 -1 +1 +1 +1 -1 y 77
1 -1 -1 -1 +1 +1 +1 -1 81
1 +1 -1 -1 -1 -1 +1 +1 98
1 +1 -1 -1 -1 -1 +1 +1 96
1 -1 +1 -1 -1 +1 -1 +1 76
1 -1 +1 -1 -1 +1 -1 +1 74
1 +1 +1 -1 +1 -1 -1 -1 90
1 +1 +1 -1 +1 -1 -1 -1 94
1 -1 -1 +1 +1 -1 -1 +1 63
1 -1 -1 +1 +1 -1 -1 +1 65
1 +1 -1 +1 -1 +1 -1 -1 82
1 +1 -1 +1 -1 +1 -1 -1 86
1 -1 +1 +1 -1 -1 +1 -1 72
1 -1 +1 +1 -1 -1 +1 -1 74
1 +1 +1 +1 +1 +1 +1 +1 92
1 +1 +1 +1 +1 +1 +1 +1 88

Thisisa (2" x K) x (2™*) matrix in general.



Full Factorial Experiments

Woe shall perform the t-test for each individual parameter £.

Recall the Corollary of Theorem 6:

If ﬁj = (, then
r—_ t
_\(5_—2 ﬁ N—-rank(X)
where

* by isthe estimate of the parameter §;

« s? isthe residual variance = mean square error
« ¢; the j-th element on the diagonal of the matrix € = (XTX) ™"
N s the total number of observations, we have N = 2" X K here



Full Factorial Experiments

Having recalled the Corollary of Theorem 6:

b:
if ;=0 then T=—'— ~ ty_rankp
Vs [

— the only task is to calculate everything in this special case, 1.e. for this matrix X.

Calculating, we obtain that:

N

i.e.the 2" x 2® diagonal matrix with the number N = 2% x X on the diagonal.



Full Factorial Experiments: Example

In our example, we have n =3 factors (L, G, T),
and each experiment is replicated K = 2 times. We thus have
N=2"XK =16

Moreover, the result XTX isa 2" x 2", i.e. 8 x 8, matrix

with the number 16 on its diagona

X'X=

coococooop
cooocaoho
cocochoo
cooojoo0
coohocooo
cohocoooo
ohoocoooo
neoocoocoeo



Full Factorial Experiments

Calculating, we obtain that:

c=(X"x)" = Yy

1/N

i.e.the 2™ x 2" diagonal matrix with the number ¢;; =1/N=1/(2" x K)
on the diagenal.

Moreover, the estimates are

b= cxXTy = (X"X) xTy = %XTy



Full Factorial Experiments: Example

In our example, we

(

C=(X"X) "=

[
cCoooo oo T
o
=t
Cooeee IO
o
[
coococo oo
o
=t
cCoooO OO0
)
b=t
cCooOTOoOOOO
=)
=t
coTOoO0O0COO
=)
=
exeeeeee
o
PN

[y

And the estimates are:
— the intercept term = the sample mean of the observed values:

1 1
By = (Xo)"y = T-(+77+98+76+90+ 63 +82+72+92+81+96 +74 + 94 + 65+ 86 + 74 + 88) =

= 1308/16 = 81.75



Full Factorial Experiments: Example

The estimates of the effects of the factors are:

1 1
bL=E(XI)T =E(—77—98+76+90—63—82+72+92—31—96+74+94-—65—36+74-+33)=

= 144/16= 9

1 1
bG=E(XG)TJ’=E -77—98-76—-90+63+82+724+92-81—-96—-74—944+654+86+74+88) =

= 12/16= 0.75

1 1
by = (XD)Ty =T (~77—-98—76—90—63—82—72— 92+ 81+ 96 + 74 + 94+ 65 + 86 +74 + 88) =

=—64/16 = —4



AN

Full Factorial Experiments: Example A

The estimates of the effects of the interactions between / among the factors are:

1 1
bm=E(XLG)Ty=E(+??+98—?6—9{l—63—82+'?2+92+81+96—?4—94—65—36+?4+38)=

=-8/16 = —-0.5

1 1
buy = (Xun)Ty =T (477 + 98— 76 —90 + 63+ 82— 72— 92— 81 — 96+ 74+ 94 — 65— 86 + 74+ 88) =

4/16= 0.25

1 1
bGT=§(XGT)T =E(+77+93+76+90—63—32—72—92—81—96—74-—94-+65+36+74-+38) =

=48/16= 3

1 1
buer = % (1o)™Y =7z (+77 + 98+ 76 + 90— 63 — 82— 72 — 92 — 81 — 96 — 74 — 94 + 65 + 86 + 74 + 68)



Full Factorial Experiments

Woe further have to calculate the residual variance = mean square error:

RSS efe  G-MNG-»

S = N —rank(®) ~ N = rank(®) N - rank(X)
where
N=2"XxK
and it is easy to see that
rank(X) = 2%

Moreover, the predicted values are
1
y=Xb=XCX"y= EXXTy



Full Factorial Experiments

Calculating, we obtain that:
2E

XXT = 2"E
2"E

l.e.the (2" x K) x (2" x K) matrix
with the KX X X matrix 2"E repeated 2"-iimes on its diagonal.
The symbol

E is the K X K matrix of all ones

and
2"E is the K X K matrix of the numbers 2%



Full Factorial Experiments

Substituting into the above equation
1 1
?_Xb_xchy—N—xxy SRR

XXxTy

and calculating, we obtain the predicted values:

1
?sk=f(y31+ysz+---+ysg) for se§ for k=1,2,...K

where —recall —

§ =" = {+,-"
is the index set of all the 2® possible combinations of the levels of the factors
and K is the number of the replications of the experiment for the given



Full Factorial Experiments

We have:
, RSS B e'e - -» GG-N'O-»
" N—rank(X) N-rank(X) N-rank(X) 2nxK-2n

S

Substituting, we have:

-N-9_ 1 c
s =KDz =(K—1)2ﬂzz(ys"_?s")z=

SES k=1

K
_ 1 Ys1 + Vs2 + -+ Ysx\
“K-12" Yske — K
sES k=1




Full Factorial Experiments: Example

In our example, we have:

Factor - - - - + + + + - - - - + +

Observed Vit4k 77 81 98 96 76 74 90 94 63 65 82 86 72 74 92 88
Sample means .., 79 97 75 92 64 84 73 90

RSS= (77—79)%*+(81—79)%+(98—-97)2+ (96 —97)2 + (76 —75)* +
+ (74 —=75)%2 + (90 — 92)? 4+ (94 — 92)? + (63 — 64)? + (65 — 64)* +
+(82—84)2+(86—84)2 + (72—73)2+ (74— 73)*+ (92 —-90)% +
+(88—90)2 = 40
and
RSS 40 40

“"EK-D2r GC-Dx2_8_°

SZ



Full Factorial Experiments

Finally, we calculate the statistic

PO
-
%X;)Ty k-2t _ K= D/K (oo
_ Kzn f) _‘\i RSS (XJ) y

(K — 1)2“ JN



Full Factorial Experiments

Finally, we perform the f-test of the significance of the factor or the interaction.
To this end, we compare the value of the above statistic T with the quantile

t (1 “)
N-=-21" 2

o If IT| = ty—m(1 - a/2), the critical region,

then reject the null hypothesis that b; =0,
that is, consider the factor / interaction significant.

o If IT| <ty_2n(1—a/2), then fall to relect the null hypothesis b; = 0,
that is, consider the factor / interaction insignificant— neglect it.



Full Factorial Experiments: Example

In our example — choosing significance level a = 5 % — we have the quantile

a 0.05 _
q=1Ly-n (1 — —) = t16-g| 1 — 5 = £5(0.975) = 2.306004

2
and
b:
T = b _ 2 = 16100 = ¢ => significant
\/S_ZJCLL \@1/ 1/16 ' B
bG:
bg 0.75

= 1342 <q = neglect

= VsZ,[Ceq B V5./1/16



Full Factorial Experiments: Example

by:
T br 7155 < — significant
— = = — /. = — S12nincan
Vs Jorr  V54/1/16 1 5
brg:
re—26 ___ =05 . ig04 > g = neglect
Vs2\/tiaie  V5+/1/16 .
byt
r=—2r 02 . 4447 <q = neglect
VsZJermr V5Y1/16
bGT:

bgt

3
R v R Vi T

= 5367 >¢q = significant




Full Factorial Experiments: Example

brgr: , .
LGT —
T= = — 0447 > —q = neglect
Vs2\/CLaTLGT \/_ 541/16
CONCLUSION:

thefactors L T and the interaction GT
have significant effect on the lifespan of the spring.
Moreover, we conclude that
Y = by + xy by, + xtby + xgTbeT
=~ 81.754+ 9x;, —4x7+ 3xgy  where xp,x1,Xgr € {—1,+1}



Graphical
assessment of
factor / interaction
significance




Full Factorial Experiments

If the number of the replications of each experiment is

K=1
then the above computational procedure cannot be used
because
. RSS
S —
(X —1)2n

that is, we cannot perform the calculations because we would divide by zero,
or we would always calculate T = 0.

We perform the graphical assessment of the significance then.



Full Factorial Experiments

Assuming K =1, sothat N =27,
the graphical assessment proceeds as follows:

« Sort all the estimates b;, for s € §, In ascending order.

* Denote the i-th least value by by, for i =1,2,..,2" — 1 so that we have

b(1) < b(z) < L b(zn_1)

* (Calculate the values
1

I__
Pf-_zﬂ—l for 1_112:---;2"'_1

* Plot the points
b, P;] for i=1,2,..,2"—1



Full Factorial Experiments: Example

In our example, we have:
br < bug < bugr < bur < bg < bgr < b,

—4<—-05<-025<025<0.75<3<9

and P;:

0_.5<1.5<2.5<3.5<4.5<E<6;5
7 7 7 7 7 7 7




Full Factorial Experiments: Example

P\

.5,/ 7 | ?
5.5 /7 | 2 GT ?
4.5 )T 2 G .
3.5/7 | BT ? é
2.5/7 | LGT ? |
sl hw

05/7_ ......................... °

H— i i -
—4 —0.5 ‘0.25| 3 9 effect b
~0.25 0.75



Full Factorial Experiments: Graphical assessment

The points [b(;, P;] take the shape of an S-curve sometimes.

Those points that lie out of the approximately linear middle part of the S-curve

indicate the significant factors or interactions.

In our example: the points
br  bgr bt

lie out of the approximately linear middle part of the S-curve,
which is the same result that we obtained by using the t-test above.



Graphs of
interaction effects




Full Factorial Experiments: Interaction effect 5&%

There is an interaction effect between two factors in a full factorial experiment
when the effect of one independent variable (factor) depends on the level

of another independent variable (factor).

Considering two factors A and B, take

« all the observations when factors A and B were at the levels ——, respectively
« all the observations when factors A and B were at the levels —+, respectively
« all the observations when factors A and B were at the levels +-, respectively
 all the observations when factors A and B were at the levels ++, respectively

and calculate the average (sample mean) for each of the four groups




Full Factorial Experiments: Interaction effect

We then have:

Factor B

+
Factor A

We then depict the values in the form of a chart
(here as the dependence of Factor B on Factor A):

* [fthe lines are = parallel, y y
then the interaction is not significant. Y- B 5.
* If the lines are not parallel, _ B
YV—+ + _
then the interaction is significant. Vs

Factor A



Full Factorial Experiments: Example

In our example, we have:

- - + + - - - - + + - -
Factor - - - - + + + + - - - - + +
- - - - - - - - + + + + + + + +
Observed " 77 81 98 96 76 74 90 94 63 65 82 86 72 74 92 88

76,01 74,01 72,01790,0194,0192,[1 8
74 91
77,0181,[163,01698,[196,[182,(18
71.5 90.5

63,1 65,01 72,[1782,[186,[192,[18
68.5 87
77,0181,0176,01798,0196,0190,19
77 94.5

Factor G Factor T

Factor L Factor L



Full Factorial Experiments: Example

y y
91
74 91 90.5
G,
G_
74
71.5
- + FactorlL
y y
91
90.5
L.
L_ 74
71.5
Factor G

— +

= parallel = the interaction is not significant



Full Factorial Experiments: Example

y y
68.5 87 T
77

77

68.5—

- + FactorlL

94.5 \
L. 87
77 _\
-68.5

Factor T

— +

= parallel = the interaction is not significant



Full Factorial Experiments: Example
y y

74 835 » )
| 835

88 81.5 u
81.5
/
74 —

Factor G

88 —
K
83.5
81.5
G+ \
—74

I
+

Factor T

+

NOT parallel = the interaction is SIGNIFICANT




