Use case 1 — NLP a analyza recenzi
Dostupné podklady
e Strucny popis datasetu: textové recenze + label pos/neg.
e Ukdazka nékolika recenzi (2 pozitivni, 2 negativni, 1 ironicka / sarkasticka).
e Tabulka vysledkd dvou textovych reprezentaci (BoW vs TF-IDF) + jednoho klasifikatoru.

e Par prikladd chybné klasifikace (recenze a predikovana vs. skutecna trida).

Reprezentace Accuracy F1 (pos) F1 (neg)

BoW 0.82 0.80 0.84
TF-IDF 0.86 0.85 0.87
Otazky

1. Rozdil BoW vs. TF-IDF
Na zékladé Tabulky vysvétlete:

a) V ¢em se konceptuadlné lisi ptistup Bag-of-Words a TF-IDF.

b) Pro¢ muzZe TF-IDF dosahovat lepsich vysledkl u recenzi, kde se néktera slova vyskytuji
velmi ¢asto (napf. “good”, “product”).

c) Uvedte konkrétni typ slov, u kterych byste ocekavali, Ze TF-IDF jim snizi vahu, a proc.

2. Stop slova — kdy (ne)odstranovat
Pfedstavte si, Ze model Spatné rozliSuje mezi vétami:

o “lI am not happy with this product.”
o “I am happy with this product.”

a) Vysvétlete, jak miZe agresivni odstranéni stop slov zhorsit kvalitu modelu.
b) Uvedte dvé situace, kdy je odstranéni stop slov naopak uzitecné.
c) Navrhnéte, jak byste pfistoupili k praci se stop slovy v kratkych recenzich.

3. Omezeni klasickych pfistupi a navrh zlepseni
Vysvétlete, pro€ pristupy zaloZzené na BoW/TF-IDF:

o nerozumi poradi slov,
o neumi dobfe zachytit sarkasmus,
o maji problém se synonymy.

Navrhnéte dva konkrétni modernéjsi pfistupy a strucné popiste, v cem by mohly byt pro analyzu
recenzi lepsi. Neni tfeba detailni technicky popis, staci intuitivni vysvétleni.



